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FUNDING BY APPROPRIATION

Department of Energy Budget by Appropriation

Energy and Water Development, and Related Agencies
Energy Programs
Energy Efficiency and Renewable Energy
Electricity Delivery and Energy Reliability
Nuclear Energy
Office of Technology Transitions
21st Century Clean Transportation Plan Investments

Fossil Energy Programs

Clean Coal Technology

Fossil Energy Research and Development

Use of Prior Year Balances

Naval Petroleum and Oil Shale Reserves

Elk Hills School Lands Fund

Strategic Petroleum Reserve

Northeast Home Heating Oil Reserve
Total, Fossil Energy Programs

Uranium Enrichment Decontamination and Decommissioning
(UED&D) Fund
Energy Information Administration
Non-Defense Environmental Cleanup
Science
Advanced Research Projects Agency - Energy (ARPA-E)
Departmental Administration
Office of Indian Energy
Office of the Inspector General
Title 17 - Innovative Technology
Loan Guarantee Program
Advanced Technology Vehicles Manufacturing Loan Program
Total, Energy Programs
Atomic Energy Defense Activities
National Nuclear Security Administration
Weapons Activities
Defense Nuclear Nonproliferation
Naval Reactors
Office of the Administrator
Federal Salaries and Expenses
Total, National Nuclear Security Administration

Environmental and Other Defense Activities
Defense Environmental Cleanup
Other Defense Activities
Total, Environmental and Other Defense Activities
Total, Atomic Energy Defense Activities

Power Marketing Administrations
Southeastern Power Administration
Southwestern Power Administration
Western Area Power Administration
Falcon and Amistad Operating and Maintenance Fund
Colorado River Basins Power Marketing Fund
Total, Power Marketing Administrations

Federal Energy Regulatory Commission (FERC)
Subtotal, Energy and Water Development and Related Agencies

Uranium Enrichment Decontamination and Decommissioning Fund

Discretionary Payments

Uranium Enrichment Decontamination and Decommissioning Fund

Contribution
Excess Fees and Recoveries, FERC

Title XVII Loan Guarantee Program Section 1703 Negative Credit Subsidy

Receipt

Total, Funding by Appropriation

Funding by Appropriation

($K)
FY 2015 FY 2015 FY 2016 FY 2017 FY 2017 vs. FY 2016
Enacted Current Enacted Request1 $ | %

1,914,195 1,840,847 2,069,194 2,898,400 +829,206 +40.1%
146,975 143,901 206,000 262,300 +56,300 +27.3%
833,379 821,883 986,161 993,896 +7,735 +0.8%
0 0 0 8,400 +8,400 N/A
0 0 0 1,335,000  +1,335,000 N/A
-6,600 -2,876 0 0 0 N/A
560,587 548,885 632,000 600,000 -32,000 -5.1%
0 0 0 -240,000 0 N/A
19,950 20,640 17,500 14,950 -2,550 -14.6%
15,580 15,580 0 0 0 N/A
200,000 200,000 212,000 257,000 +45,000 +21.2%
1,600 1,600 7,600 6,500 -1,100 -14.5%
791,117 783,829 869,100 638,450 -230,650 -26.5%
625,000 625,000 673,749 673,749 0 N/A
117,000 117,000 122,000 131,125 +9,125 +7.5%
246,000 246,030 255,000 218,400 -36,600 -14.4%
5,067,738 5,132,813 5,347,000 5,672,069 +325,069 +6.1%
279,982 279,982 291,000 500,000 +209,000 +71.8%
125,043 135,686 130,971 144,866 +13,895 +10.6%
0 0 0 22,930 +22,930 N/A
40,500 40,500 46,424 44,424 -2,000 -4.3%
17,000 17,000 17,000 10,000 -7,000 -41.2%
4,000 4,000 6,000 5,000 -1,000 -16.7%
10,207,929 10,188,471 11,019,599 13,559,009  +2,539,410 +23.0%
8,180,359 8,180,609 8,846,948 9,243,147 +396,199 +4.5%
1,615,248 1,612,651 1,940,302 1,807,916 -132,386 -6.8%
1,233,840 1,233,840 1,375,496 1,420,120 +44,624 +3.2%
-413 -413 0 0 0 N/A
370,000 370,000 363,766 412,817 +49,051 +13.5%
11,399,034 11,396,687 12,526,512 12,884,000 +357,488 +2.9%
4,990,017 4,989,555 5,289,742 5,226,950 -62,792 -1.2%
753,449 753,449 776,425 791,552 +15,127 +1.9%
5,743,466 5,743,004 6,066,167 6,018,502 -47,665 -0.8%
17,142,500 17,139,691 18,592,679 18,902,502 +309,823 +1.7%
0 0 0 0 0 N/A
11,400 11,400 11,400 11,057 -343 -3.0%
91,740 91,740 93,372 95,581 +2,209 +2.4%
228 228 228 232 +4 +1.8%
-23,000 -23,000 -23,000 -23,000 0 N/A
80,368 80,368 82,000 83,870 +1,870 +2.3%
0 0 0 0 0 N/A
27,430,797 27,408,530 29,694,278 32,545,381  +2,851,103 +9.6%
-463,000 -463,000 0 -155,100 -155,100 N/A
463,000 463,000 0 155,100 +155,100 N/A
-28,485 -17,325 -23,587 -9,426 +14,161 +60.0%
0 0 -68,000 -37,000 +31,000 +45.6%
27,402,312 27,391,205 29,602,691 32,498,955 +2,896,264 +9.8%

YFy 2017 Requestincludes mandatory spending: $1.335B for Clean Transportation Plan, $674M for UED&D Fund, $150M for ARPA-E, and $100M for Science.
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Science
Proposed Appropriation Language

For Department of Energy expenses including the purchase, construction, and acquisition of plant and capital equipment,
and other expenses necessary for science activities in carrying out the purposes of the Department of Energy Organization
Act (42 U.S.C. 7101 et seq.), including the acquisition or condemnation of any real property or facility or for plant or facility
acquisition, construction, or expansion, and purchase of not more than [17] 15 passenger motor vehicles for replacement
only, [including one ambulance] and one bus, [$5,350,200,000,] $5,572,069,000, to remain available until expended:
Provided, That of such amount, [$185,000,000] 5204,481,000, shall be available until September 30, [2017] 2018, for
program direction|[: Provided further, That of such amount, not more than $115,000,000 shall be made available for the in-
kind contributions and related support activities of ITER: Provided further, That not later than May 2, 2016, the Secretary
of Energy shall submit to the Committees on Appropriations of both Houses of Congress a report recommending either that
the United States remain a partner in the ITER project after October 2017 or terminate participation, which shall include,
as applicable, an estimate of either the full cost, by fiscal year, of all future Federal funding requirements for construction,
operation, and maintenance of ITER or the cost of termination].

Explanation of Change

Proposed appropriation language updates reflect the funding and replacement of passenger motor vehicle levels requested
in FY 2017. In addition, the fiscal year 2016 restrictions on the obligation of funding for in-kind contributions and related
support activities and reporting requirements for ITER are proposed for elimination.

Public Law Authorizations

Science:

= Public Law 95-91, “Department of Energy Organization Act”, 1977

=  Public Law 102-486, “Energy Policy Act of 1992"

=  Public Law 108-153, “21% Century Nanotechnology Research and Development Act 2003”
=  Public Law 109-58, “Energy Policy Act of 2005”

= Public Law 110-69, “America COMPETES Act of 2007”

= Public Law 111-358, “America COMPETES Reauthorization Act of 2010”

Nuclear Physics:
= Public Law 101-101, “1990 Energy and Water Development Appropriations Act,” establishing the Isotope Production

and Distribution Program Fund
=  Public Law 103-316, “1995 Energy and Water Development Appropriations Act,” amending the Isotope Production and
Distribution Program Fund to provide flexibility in pricing without regard to full-cost recovery

Workforce Development for Teachers and Scientists:
= Public Law 101-510, “DOE Science Education Enhancement Act of 1991”
= Public Law 103-382, “The Albert Einstein Distinguished Educator Fellowship Act of 1994”

Science 7 FY 2017 Congressional Budget Justification






Science

($K)

FY 2015 Enacted | FY 2015 Current® | FY 2016 Enacted | FY 2017 Request
5067,738 | 5132,813 | 5,347,000 | 5,672,069

Overview

The Office of Science’s (SC) mission is to deliver scientific discoveries and major scientific tools to transform our
understanding of nature and advance the energy, economic, and national security of the United States. SC is the Nation’s
largest Federal sponsor of basic research in the physical sciences and the lead Federal agency supporting fundamental
scientific research for our Nation’s energy future.

SC accomplishes its mission and advances national goals by supporting:

= The frontiers of science—discovering nature’s mysteries from the study of fundamental subatomic particles, atoms, and
molecules that are the building blocks of the materials of our universe and everything in it to the DNA, proteins, and
cells that are the building blocks of life. Each of the programs in the SC supports research probing the most fundamental
disciplinary questions.

= The 21° Century tools of science—providing the Nation’s researchers with 27 state-of-the-art national scientific user
facilities, the most advanced tools of modern science propelling the U.S. to the forefront of science, technology
development and deployment through innovation.

= Science for energy and the environment—advancing a clean energy agenda through fundamental research on energy
production, conversion, storage, transmission, and use by advancing our understanding of the earth and its climate.
Targeted investments include three DOE Bioenergy Research Centers (BRCs), the Energy Frontier Research Centers
(EFRCs), two Energy Innovation Hubs, and atmospheric process and climate modeling research.

SC is an established leader of the U.S. scientific discovery and innovation enterprise. Over the decades, SC investments and
accomplishments in basic research have provided the foundations for new technologies, businesses, and industries, making
significant contributions to our Nation’s economy and quality of life. Select scientific accomplishments in FY 2015 enabled
by the SC programs are described in the program budget narratives. Additional descriptions of recent science discoveries
can be found at http://science.energy.gov/news/highlights/.

Highlights and Major Changes in the FY 2017 Budget Request

The FY 2017 Budget Request for SC is $5.572 billion, an increase of $222 million or 4.1 percent, relative to the FY 2016
Enacted level. The FY 2017 Request supports a balanced research portfolio invested in discovery science research probing
the most fundamental questions: in high energy, nuclear, and plasma physics; materials and chemistry; biological systems;
the complex interactions between earth system components; mathematics; crosscutting high-performance computing and
simulation; and basic research that produces advances in clean energy. The Request supports over 24,000 investigators at
over 300 U.S. institutions and the DOE laboratories. SC user facilities continue to provide unmatched tools and capabilities
for more than 31,000 researchers from universities, national laboratories, industry, and international partners. The FY 2017
Request supports the construction of new user facilities, and the operation, maintenance, and enhancement of the existing
network of user facilities, which provide world class research capabilities in the United States. The FY 2017 Request also
invests significantly in targeted research and development (R&D), such as accelerator R&D, necessary for future facilities and
facility upgrades to deliver desired capabilities and maximize scientific potential.

In addition to the FY 2017 Request, an authorization proposal for $100 million of mandatory funding for University Grants
(Mandatory) will be transmitted to Congress, for a total FY 2017 Budget of $5.672 billion. SC will make the funds available
through a competitive, merit-based review of proposals solicited from and provided by the university community. The

2 Includes funding for Small Business Innovation Research (SBIR) and Small Business Technology Transfer Research (STTR)
transferred to SC by other Department of Energy components.
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solicitation will be designed to leverage past accomplishments and accelerate ongoing activities, as well as open new paths
for future SC basic research endeavors in the mission areas of Advanced Scientific Computing Research, Basic Energy
Sciences, Biological and Environmental Research, Fusion Energy Sciences, High Energy Physics and Nuclear Physics.

Highlights of the FY 2017 Budget Request by Program Office include:

=  Advanced Scientific Computing Research (ASCR) supports research to discover, develop, and deploy computational and
networking capabilities to analyze, model, simulate, and predict complex phenomena important to the United States.
The ASCR Budget Request of $663.2 million is an increase of $42.2 million, or 6.8 percent, relative to the FY 2016
Enacted level. The increase supports research on the linked challenges of capable exascale and data-intensive science,
and computational partnerships under the Scientific Discovery through Advanced Computing (SciDAC) program to
support clean energy. In FY 2017, the ASCR portion of the SC component of the Department’s Exascale Computing
Initiative (ECI) is contained in a new line item, the Office of Science Exascale Computing Project (SC-ECP), which includes
only the activities required for the delivery of exascale computers. The four areas of focus of SC-ECP are hardware
technology R&D, system software technology R&D, application development, and system engineering for exascale
systems. With the creation of the new line item, funds are incorporated within SC-ECP research activities from existing
applied mathematics, computer science, computational partnerships, and research and evaluation prototypes
subprograms of the ASCR budget. The FY 2017 Request supports preparations at the two Leadership Computing
Facilities for 75-200 petaflop upgrades at each facility in the 2018—-2019 timeframe. The National Energy Research
Scientific Computing Center (NERSC) will take delivery of the NERSC-8 supercomputer, which will expand the capacity of
the facility to 10-40 petaflops to address growing demand.

= Basic Energy Sciences (BES) supports fundamental research to understand, predict, and ultimately control matter and
energy at the electronic, atomic, and molecular levels to provide foundations for new energy technologies. The BES
Budget Request of $1,936.7 million is an increase of $87.7 million or 4.7 percent from the FY 2016 Enacted level. The
FY 2017 Request includes increases for core research and the Energy Frontier Research Centers (EFRCs) in key areas
related to Departmental priorities, such as the Subsurface Technology and Engineering RD&D and the Advanced
Materials crosscutting initiatives. A new activity is initiated in Computational Chemical Sciences to advance U.S.
leadership in computational chemistry codes in preparation for exascale computing and supports the ECI. The Request
continues to support the Fuels from Sunlight and the Batteries and Energy Storage DOE Energy Innovation Hubs. The
FY 2017 Request also provides for the operations of five synchrotron light sources, five nanoscale research centers, and
two neutron scattering centers. The Request continues to support construction of the Linac Coherent Light Source-II
(LCLS-I1), and it continues funding the Advanced Photon Source (APS) Upgrade Major Item of Equipment (MIE) request.

= Biological and Environmental Research (BER) supports fundamental research and scientific user facilities to achieve a
predictive understanding of complex biological, climatic, and environmental systems for a secure and sustainable
energy future. The BER Budget Request of $661.9million is an increase of $52.9 million or 8.7 percent above the
FY 2016 Enacted level. The FY 2017 Request continues to support for core research in Genomic Science and the three
DOE Bioenergy Research Centers (BRC), and it increases support for research to understand microbiome interactions in
diverse environments. The Request also continues to support core research to understand climate-relevant atmospheric
and ecosystem processes, and requests increased support for field research and modeling to understand the dynamic
physical, biogeochemical, microbial, and plant processes interactions involved in the energy-water nexus. The Request
supports the operations of BER’s three scientific user facilities: the DOE Joint Genome Institute (JGI), the Environmental
Molecular Sciences Laboratory (EMSL), and the Atmospheric Radiation Measurement Climate Research Facility (ARM).

= fusion Energy Sciences (FES) supports research to expand the fundamental understanding of matter at very high
temperatures and densities, and to build the scientific foundation for fusion energy. The FES FY 2017 Request of
$398.18 million decreases by $39.8 million or 9.1 percent from the FY 2016 Enacted level. The FES Budget Request
supports continued progress on the U.S. Contributions to ITER Project and core research in burning plasma science. It
requests increased funding for the operation of the National Spherical Torus Experiment Upgrade (NSTX-U) to support
16 weeks of run time and to conduct high priority plasma-materials interaction research. DIII-D operations funding
supports 560 hours of operation and the Request includes an increase to provide for targeted enhancements to the
facility. Increased funding for research at both DIII-D and NSTX-U will support research in areas identified as priorities
by the research community and for enhanced collaborations with MIT research staff.

Science 10 FY 2017 Congressional Budget Justification



High Energy Physics (HEP) supports research to understand how the universe works at its most fundamental level by
discovering the most elementary constituents of matter and energy, probing the interactions among them, and
exploring the basic nature of space and time itself. The HEP FY 2017 Request of $817.9 million increases by $22.9
million or 2.9 percent above the FY 2016 Enacted level. The Request continues to implement the recommendations of
the 2014 High Energy Physics Advisory Panel (HEPAP) Particle Physics Project Prioritization Panel (P5) Report. The

FY 2017 Request supports full operation of existing major HEP facilities and experiments, including optimal operations
for the upgraded Neutrinos at the Main Injector (NuMI) beamline of NuMI Off-axis ve Appearance (NOvA) Experiment,
construction of the Muon to Electron Conversion Experiment (Mu2e), consistent with the planned construction funding
profile, and the MIEs for the Large Hadron Collider (LHC) upgrades the ATLAS (A Large Toroidal LHC Apparatus) and
Compact Muon Solenoid (CMS) detectors. Consistent with the P5 Report recommendations, the FY 2017 Request
enhances support for technical design and construction associated with the Long Baseline Neutrino Facility
(LBNF)/Deep Underground Neutrino Experiment (DUNE) project, and continued construction of three MIEs for next-
generation dark-energy and dark-matter experiments. The Request includes funding for one new MIE, the Facility for
Advanced Accelerator Experimental Tests Il (FACET-1I), and for research and conceptual design of the Proton
Improvement Plan Il (PIP-1I) construction project. Funding increases for the fabrication of the Large Synoptic Survey
Telescope MIE according to the planned profile. Core research increases slightly to provide support for high priority
efforts.

Nuclear Physics (NP) supports experimental and theoretical research to discover, explore, and understand all forms of
nuclear matter. The FY 2017 Budget Request of $635.7 million increases $18.6 million or 3.0 percent relative to the

FY 2016 Enacted level. The Request provides for modest increases in core research at universities and DOE national
laboratories to support high priority research of the nuclear physics community, as well as the development of cutting-
edge approaches for producing isotopes critical to the nation. It also supports the continued construction of the Facility
for Rare Isotope Beams (FRIB), which will provide world-leading capabilities for nuclear structure and astrophysics
research. The 12 GeV Upgrade for the Continuous Electron Beam Accelerator Facility (CEBAF) will be completed in

FY 2017 and the full 12 GeV scientific program initiated, enabling groundbreaking searches for exotic particles and new
physics. The FY 2017 Request also provides for increased operations of the Relativistic Heavy lon Collider (RHIC) for
explorations of spin physics and intriguing new phenomena observed in quark gluon plasma formation, and for
operations of the Argonne Tandem Linac Accelerator System (ATLAS) utilizing newly completed instrumentation. Two
new MIEs are initiated in FY 2017 the Gamma-Ray Energy Tracking Array (GRETA) detector to exploit the world-leading
science capabilities of FRIB, and the Stable Isotope Production Facility (SIPF) to establish a domestic capability for the
production of a broad range of enriched stable isotopes for research and applications.

Basic and Applied R&D Coordination

Coordination between the Department’s basic research and applied technology programs is a high priority within DOE and is

facilitated through joint planning meetings, technical community workshops, annual contractor/awardee meetings, joint
research solicitations, focused “tech teams” and working groups in targeted research areas, and collaborative program
management of DOE’s Small Business Innovation Research (SBIR) and Small Business Technology Transfer Research (STTR)

programs. Co-funding of research activities and facilities at the DOE laboratories and partnership/collaboration encouraging
funding mechanisms facilitate research integration within the basic and applied research communities. Specific collaborative

activities are highlighted in the “Basic and Applied R&D Coordination” sections of each individual SC program budget
justification narrative.

High-Risk, High-Reward Research?®

The Office of Science incorporates high-risk, high-reward, basic research elements in all of its research portfolios; each SC
research program considers a significant proportion of its supported research as high-risk, high-reward. Because advancing
the frontiers of science also depends on the continued availability of state-of-the-art scientific facilities, SC constructs and
operates national scientific facilities and instruments that comprise the world’s most sophisticated suite of research
capabilities. SC’s basic research is integrated within program portfolios, projects, and individual awards; as such, it is not
possible to quantitatively separate the funding contributions of particular experiments or theoretical studies that are high-
risk, high-reward from other mission-driven research in a manner that is credible and auditable. SC incorporates high-risk,

a In compliance with the reporting requirements in the America COMPETES Act of 2007 (P.L. 110-69, section 1008).
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high-reward basic research elements in its research portfolios to drive innovation and challenge current thinking, using a
variety of mechanisms to develop topics: Federal advisory committees, triennial Committees of Visitors, program and
topical workshops, interagency working groups, National Academies studies, and special SC program solicitations. Many of
these topics are captured in formal reports, e.g., Building for Discovery: Strategic Plan for U.S. Particle Physics in the Global
Context, by the High Energy Physics Advisory Panel (HEPAP-P5) (2014) ?; Top Ten Exascale Research Challenges, by the
Advanced Scientific Computing Advisory Committee (ASCAC) (2014) ®; Report of the BESAC Subcommittee on Future X-ray
Light Sources, by the Basic Energy Sciences Advisory Committee (BESAC) (2013) ¢; Challenges at the Frontiers of Matter and
Energy: Transformative Opportunities for Discovery Science, by BESAC (2015)¢; Synergistic Challenges in Data-Intensive
Science and Exascale, ASCR workshop report (2012) ¢; Molecular Science Challenges, BER workshop report (2014)f; Building
Virtual Ecosystems: Computational Challenges for Mechanistic Modeling of Terrestrial Environments, BER workshop report
(2014)8; Isotope Research and Production Opportunities and Priorities, by the Nuclear Science Advisory Committee (NSAC)
(2015)";and Nuclear Physics Long Range Plan, by the NSAC (2015) .

Scientific Workforce

SC and its predecessors have fostered the training of a skilled scientific workforce for more than 50 years. In addition to the
undergraduate and graduate research opportunities provided through SC’s Office of Workforce Development for Teachers
and Scientists (WDTS), the six SC research program offices train undergraduates, graduate students, and postdoctoral
researchers through sponsored research awards at universities and the DOE national laboratories. The research program
offices also support targeted, graduate-level experimental training in areas associated with scientific user facilities, such as
particle and accelerator physics, neutron and x-ray scattering, and nuclear physics. SC coordinates with other DOE offices
and other agencies on best practices for training programs and program evaluation through internal DOE working groups
and active participation in the National Science and Technology Council’s (NSTC’s) Committee on Science, Technology,
Engineering, and Mathematics Education (CoSTEM). SC also participates in the American Association for the Advancement
of Science’s (AAAS) Science & Technology Policy Fellowships program and the Presidential Management Fellows (PMF)
Program to bring highly qualified scientists and professionals to DOE headquarters for a maximum term of two years.

Crosscutting Initiatives

The FY 2017 Budget Request for SC includes investments that serve as the first step in implementing the President’s
commitment to double Federal funding for clean energy research over the next five years. Through the government-wide
Mission Innovation initiative, SC and DOE will join other Federal entities in commitment to accelerate the pace of innovation
and the research and development of affordable clean energy technologies to ensure a secure and clean energy future for
the United States. The FY 2017 Budget Request for SC’s ASCR, BES, BER, and FES programs will support a new generation of
scientists and engineers conducting fundamental research aimed at addressing complex scientific questions and
accelerating the transformation of that research into clean energy technology solutions. Specific proposed activities in this
area are discussed in greater detail in the respective program’s budgets.

The Department is organized into three Under Secretariats—Science and Energy, Nuclear Security, and Management and
Performance—which recognize the complex interrelationship between the DOE Program Offices. The Budget Request
continues crosscutting programs coordinated across the Department and seek to tap DOE’s full capability to effectively and
efficiently address the United States’ energy, environmental, and national security challenges. These crosscutting initiatives
are discussed further within the Programs in which the crosscuts are funded. SC participates in the following crosscuts:

2 http://science.energy.gov/~/media/hep/hepap/pdf/May%202014/FINAL_P5_Report_Interactive_060214.pdf

b http://science.energy.gov/~/media/ascr/ascac/pdf/meetings/20140210/Top10reportFEB14.pdf

¢ http://science.energy.gov/~/media/bes/besac/pdf/Reports/Future_Light_Sources_report_BESAC_approved_72513.pdf
¢ http://science.energy.gov/~/media/bes/besac/pdf/Reports/CFME_rpt_print.pdf

¢ http://science.energy.gov/~/media/ascr/ascac/pdf/reports/2013/ASCAC_Data_Intensive_Computing_report_final.pdf
fhttp://genomicscience.energy.gov/biosystemsdesign/index.shtml

& http://science.energy.gov/~/media/ber/pdf/workshop%20reports/VirtualEcosystems.pdf

P http://science.energy.gov/~/media/np/nsac/pdf/docs/2015/2015_NSACI_Report_to_NSAC_Final.pdf

"Working title, to be released in Fall 2015, link TBD
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Advanced Materials (Adv Mat): Affordable, reliable, and high-performance materials are critical for clean energy
applications and for global manufacturing competitiveness in the 215 century. The new Advanced Materials crosscut,
identified as a priority in both the 2015 Quadrennial Technology Review and Quadrennial Energy Review, will employ
advanced synthesis, modeling, and characterization to accelerate and reduce the cost of materials qualification in a wide
variety of clean energy applications, from discovery through deployment. While materials RD&D underpins much of DOE’s
historic and current portfolio across both basic science and applied offices, this newly formed crosscut focuses on a subset
of materials R&D that will involve close coordination among the participating offices in forming a cohesive network with the
following capabilities: (1) materials design and synthesis, (2) functional (applied) design, (3) process scale-up,

(4) qualification, and (5) digital data and informatics.

Exascale Computing Initiative (ECI): Exascale systems are needed to support areas of research that are critical to national
security objectives as well as applied research advances in areas such as earth-systems models, combustion systems, and
nuclear reactor design that are not within the capacities of today’s systems. Exascale systems’ computational power is
needed for increasing capable data-analytic and data-intense applications across the entire Federal complex. Exascale is a
component of long-term collaboration between the Office of Science’s Advanced Scientific Computing Research program
and the National Nuclear Security Administration’s Advanced Simulation and Computing Campaign (ASC) program.

Subsurface Technology and Engineering RD&D (Subsurface): Over 80 percent of our total energy supply comes from the
subsurface, and this importance is magnified by the ability to also use the subsurface to store and sequester fluids and
waste products. The subsurface crosscut, Subsurface, will address identified grand challenges in the subsurface through
highly focused and coordinated research in Wellbore Integrity, Stress State and Induced Seismicity, Permeability
Manipulation, and New Subsurface Signals and Risk Assessment Tools to ensure enhanced energy security, material impact
on climate change via CO:2 sequestration, and significantly mitigated environmental impacts from energy-related activities
and operations.

Energy-Water Nexus (EWN): There is increasing urgency to address the energy-water nexus in an integrated way due to
changing precipitation and temperature patterns, accelerated drawdown of critical water supplies, population growth and
regional migration trends, and the introduction of new technologies that could shift water and energy demands. The
energy-water nexus crosscut is an integrated set of cross-program collaborations designed to accelerate the Nation’s
transition to more resilient energy and coupled energy-water systems. The crosscut supports: (1) an advanced, integrated
data, modeling, and analysis platform to improve understanding and inform decision-making for a broad range of users and
at multiple scales; (2) investments in targeted technology research opportunities within the system of water-energy flows
that offer the greatest potential for positive impact; and (3) policy analysis and stakeholder engagement designed to build
from and strengthen the two preceding areas while motivating more rapid community involvement and response.

Cybersecurity: DOE is engaged in two categories of cyber-related activities: protecting the DOE enterprise from a range of
cyber threats that can adversely impact mission capabilities and improving cybersecurity in the electric power subsector and
the oil and natural gas subsector. The cybersecurity crosscut supports central coordination of the strategic and operational
aspects of cybersecurity and facilitates cooperative efforts such as the Joint Cybersecurity Coordination Center (JC3) for
incident response and the implementation of Department-wide Identity Credential and Access Management (ICAM).
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FY 2017 Crosscuts ($K)

Adv Mat ECI Subsurface EWN Cybe"r Total
security
Advanced Scientific Computing Research 0 154,000 0 0 0 154,000
Basic Energy Sciences 17,6002 26,000 41,300 0 0 84,900
Biological and Environmental Research 0 10,000 0 24,300 0 34,300
Safeguards and Security 0 0 0 0 27,197° 27,197
Total, Crosscuts 17,600 190,000 41,300 24,300 27,197 300,397

@ The $17,600K supports the Department’s Advanced Materials Crosscut. An additional $11,500K in BES for Quantum
Materials is also included in SC’s total investment, as described in the advanced materials crosscut narrative.
b The $27,197K supports the Department’s Cybersecurity Crosscut. An additional $6,039K for CyberOne in the Safeguards
and Security program is also included in SC’s total investment to support cybersecurity. CyberOne is funded through the
Working Capital Fund (WCF).

Science 14 FY 2017 Congressional Budget Justification



Science
Funding by Congressional Control ($K)

FY 2017 vs

FY 2015 Enacted | FY 2015 Current | FY 2016 Enacted | FY 2017 Request FY 2016 Enacted

Advanced Scientific Computing Research

Research 541,000 523,411 621,000 509,180 -111,820
17-SC-20 Office of Science Exascale Computing Project (SC-ECP) 0 0 0 154,000 +154,000
Total, Advanced Scientific Computing Research 541,000 523,411 621,000 663,180 +42,180
Basic Energy Sciences
Research 1,594,500 1,544,224 1,648,700 1,746,730 +98,030
Construction
13-SC-10 Linac Coherent Light Source-Il, SLAC 138,700 138,700 200,300 190,000 -10,300
Total, Basic Energy Sciences 1,733,200 1,682,924 1,849,000 1,936,730 +87,730
Biological and Environmental Research 592,000 572,618 609,000 661,920 +52,920
Fusion Energy Sciences
Research 317,500 307,366 323,000 273,178 -49,822
Construction
14-SC-60 ITER 150,000 150,000 115,000 125,000 +10,000
Total, Fusion Energy Sciences 467,500 457,366 438,000 398,178 -39,822
High Energy Physics
Research 729,000 708,232 728,900 729,476 +576

Construction
11-SC-40 Long Baseline Neutrino Facility/Deep Underground

Neutrino Facility, FNAL 12,000 12,000 26,000 45,021 +19,021

11-SC-41 Muon to Electron Conversion Experiment, FNAL 25,000 25,000 40,100 43,500 +3,400

Total, Construction 37,000 37,000 66,100 88,521 +22,421

Total, High Energy Physics 766,000 745,232 795,000 817,997 +22,997
Nuclear Physics

Operation and Maintenance 489,000 474,244 509,600 535,658 +26,058

Construction
14-SC-50 Facility for Rare Isotope Beams, Michigan State

University 90,000 90,000 100,000 100,000 0
06-SC-01 12 GeV CEBAF Upgrade, TINAF 16,500 16,500 7,500 0 -7,500

Total, Construction 106,500 106,500 107,500 100,000 -7,500
Total, Nuclear Physics 595,500 580,744 617,100 635,658 +18,558
Workforce Development for Teachers and Scientists 19,500 19,500 19,500 20,925 +1,425
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FY 2017 vs
FY 2015 Enacted | FY 2015 Current | FY 2016 Enacted | FY 2017 Request EY 2016 Enacted
Science Laboratories Infrastructure
Infrastructure Support
Payment in Lieu of Taxes 1,713 1,713 1,713 1,764 +51
Oak Ridge Landlord 5,777 5,777 6,177 6,182 +5
Facilities and Infrastructure 6,100 6,100 24,800 32,603 +7,803
Oak Ridge Nuclear Operations 0. 0 12,000 26,000 +14,000
Total, Infrastructure Support 13,590 13,590 44,690 66,549 +21,859
Construction
17-SC-71 Integrated Engineering Research Center, FNAL 0 0 0 2,500 +2,500
17-SC-73 Core Facility Revitalization at BNL 0 0 0 1,800 +1,800
15-SC-75 Infrastructure and Operational Improvements at
PPPL 25,000 25,000 0 0 0
15-SC-76 Materials Design Laboratory at ANL 7,000 7,000 23,910 19,590 -4,320
15-SC-77 Photon Science Laboratory Building at SLAC 10,000 10,000 25,000 20,000 -5,000
15-SC-78 Integrative Genomics Building at LBNL 12,090 12,090 20,000 19,561 -439
12-SC-70 Science and User Support Building, SLAC 11,920 11,920 0 0 0
Total, Construction 66,010 66,010 68,910 63,451 -5,459
Total, Science Laboratories Infrastructure 79,600 79,600 113,600 130,000 +16,400
Safeguards and Security 93,000 93,000 103,000 103,000 0
Program Direction 183,700 183,700 185,000 204,481 +19,481
University Grants (Mandatory) 0 0 0 100,000 +100,000
Small Business Innovation/Technology Transfer Research (SC
portion) 0 132,905 0 0 0
Subtotal, Science 5,071,000 5,071,000 5,350,200 5,672,069 +321,869
Small Business Innovation/Technology Transfer Research (DOE
transfer) 0 65,075 0 0 0
Rescission of prior year balances -3,262 -3,262 -3,200 0 +3,200
Total, Science 5,067,738 5,132,813 5,347,000 5,672,069 +325,069
Federal FTEs 940 902 905 930 +25

SBIR/STTR:

= FY 2015 Transferred: SBIR: $116,796,000 was reprogrammed within SC and $57,381,000 was transferred from other DOE programs; STTR: $16,109,000 was

reprogrammed within SC and $7,694,000 was transferred from other DOE programs.

= FY 2016 projected: SBIR: $125,763,000 and STTR: $18,865,000 (SC only).

*  FY 2017 Request: SBIR: $140,541,000; STTR: $19,764,000 (SC Only).

2 In the FY 2017 Budget Request, most funding for the Working Capital Fund (WCF) is transferred to Program Direction to establish a consolidated source of funding for
goods and services provided by the WCF. CyberOne is still funded through program dollars. In FY 2016 and prior years, WCF costs were shared by SC research programs
and Program Direction.
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Advanced Scientific Computing Research
Overview

The Advanced Scientific Computing Research (ASCR) program’s mission is to advance applied mathematics and computer
science; deliver the most advanced computational scientific applications in partnership with disciplinary science; advance
computing and networking capabilities; and develop future generations of computing hardware and software tools for
science, in partnership with the research community, including U.S. industry. The strategy to accomplish this has two
thrusts: developing and maintaining world-class computing and network facilities for science; and advancing research in
applied mathematics, computer science and advanced networking.

During the past six decades, U.S. computing capabilities have been maintained through sustained research and the
development and deployment of new computing systems with rapidly increasing performance on applications of major
significance to government, industry, and academia. The Department of Energy (DOE) and its predecessor organizations
have played a key role in that process—advancing national security, science, and industrial competitiveness. To maximize the
benefits of high performance computing (HPC) in the coming decades, DOE will sustain and enhance its scientific,
technological, and economic leadership position in HPC research, development, and deployment as part of a coordinated
Federal strategy guided by four principles:

= Deploy and apply new HPC technologies broadly for economic competitiveness and scientific discovery.

= Foster public-private collaboration, relying on the respective strengths of government, industry, and academia to
maximize the benefits of HPC.

=  Draw upon the strengths of and seek cooperation among all executive departments and agencies with significant
expertise or equities in HPC while also collaborating with industry and academia.

= Develop a comprehensive technical and scientific approach to transition HPC research on hardware, system software,
development tools, and applications efficiently into development and, ultimately, operations.

On July 29, 2015, an executive order established the National Strategic Computing Initiative (NSCI) to ensure a coordinated
Federal strategy in HPC research, development, and deployment. DOE, along with the Department of Defense and the
National Science Foundation, have been selected to co-lead the NSCI. Specifically, the DOE Office of Science (SC) and the
DOE National Nuclear Security Administration (NNSA) are responsible for the execution of a joint program focused on
advanced simulation through a capable exascale computing program, with an emphasis on sustained performance on
science and national security mission applications and increased convergence between exascale and large-data analytic
computing.

DOE will meet its NSCI assignment through the Exascale Computing Initiative (ECI), which began in FY 2016. The ECI, which is
a partnership between SC and NNSA, will accelerate the research and development (R&D) to overcome key exascale
challenges in parallelism, energy efficiency, and reliability, leading to deployment of exascale systems in the mid-2020s. The
acceleration or advancement is defined as a hundred-fold increase in sustained performance over today’s computing
capabilities, enabling applications to address next-generation science, engineering, and data problems. The plan for the ECI
has been reviewed by the interagency community and the Advanced Scientific Computing Advisory Committee (ASCAC).

In addition to underpinning DOE’s mission in science, capabilities developed in the ECI will also support DOE’s applied
energy technology developments. ECl is critical to advancing energy technologies. The DOE’s Quadrennial Technology
Review (QTR), released in September 2015, identifies R&D opportunities across the six energy technology areas and
documents a cross-cutting need for modeling, simulation, and analytics. ECl is a critical tool in support of advancing energy
technologies.

In FY 2017, the ASCR portion of the Office of Science component of the ECl is contained in the Office of Science Exascale
Computing Project (SC-ECP), which includes only the activities required for the delivery of exascale computers.
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The scope of the SC-ECP has four focus areas:

= Hardware Technology: The Hardware Technology focus area supports vendor-based R&D activities required to deploy
at least two exascale systems with diverse architectural features. Within this focus area, a node design effort targets
component technologies needed to build exascale nodes, including the required software, while a system design effort
performs the engineering and R&D activities required to build a full exascale computer and the required systems
software;

= System Software Technology: The System Software Technology focus area spans low-level operational software to
programming environments for high-level applications software development, including the software infrastructure to
support large data management and data science for the DOE at exascale;

= Application Development: The Application Development focus area includes: extreme parallelism, reliability and
resiliency, deep hierarchies of hardware processors and memory, scaling to larger systems, and data-intensive science;
and

= Exascale Systems: The Exascale Systems focus area supports advanced system engineering development by the vendors
needed to produce capable exascale systems. System procurement activities will be executed in coordination with each
DOE HPC facility’s existing system acquisition timelines. It also includes acquisition and support of prototypes and
testbeds for the application, software, and hardware testing activities.

The SC-ECP will be managed following the principles of DOE Order 413.3B, Program and Project Management for the
Acquisition of Capital Assets, which has been used by the Office of Science for the planning, design, and construction of all
of its major projects, including the Leadership Computing Facilities at Argonne and Oak Ridge National Laboratories (ORNL)
and NERSC at Lawrence Berkeley National Laboratory (LBNL). Computer acquisitions use a tailored version of Order 413.3B.
The first four years of SC-ECP will focus on research in software (new algorithms and methods to support application and
system software development) and hardware (node and system design). During the last six years of the SC-ECP, activities will
focus on delivering application software, the system software stack, and hardware technologies that will be deployed in the
exascale systems.

Overall project management for SC-ECP will be conducted via a Project Office that has been established at ORNL, which has
considerable expertise in developing computational science and engineering applications and in managing HPC facilities,
both for the Department and for other federal agencies. ORNL also has experience in managing distributed, large-scale
scientific research projects, such as the Spallation Neutron Source project—a collaboration among six DOE national
laboratories with a TPC of $1.4 billion. The Project Office is now initiating coordination among partners and developing the
bases for pending Critical Decisions for the SC-ECP.

Highlights of the FY 2017 Budget Request

The FY 2017 Budget Request for ASCR continues support for the basic and applied research activities that support the broad
scientific objectives of the Office of Science. The ASCR budget also implements the DOE responsibilities defined in the
Administration’s National Strategic Computing Initiative and supports the Department’s Agency Priority Goal on high
performance computing, by accelerating the delivery of a capable exascale computing system. A capable exascale
computing system integrates hardware and software capability to deliver approximately 100 times the performance of
current 10 petaflop systems across a range of applications representing government needs, including data-intensive science.
In the FY 2017 Budget Request, most funding for the Working Capital Fund (WCF) is transferred to Science Program
Direction to establish a consolidated source of funding for goods and services provided by the WCF. CyberOne is still funded
through program dollars in the Office of Science Safeguards and Security program. In FY 2016 and prior years, WCF costs
were shared by SC research programs and Program Direction.

Mathematical, Computational, and Computer Sciences Research
With the initiation of the SC-ECP, research efforts that are on the critical path for the ECI have been shifted from the
Mathematical, Computational, and Computer Sciences Research subprogram to the Exascale Computing subprogram.

As noted in the NSCI, the era of silicon-based microchips advancing in accordance with Moore’s Law (feature sizes reducing
by a factor of two approximately every two years) is nearing an end due to limits imposed by fundamental physics. ASCR will
invest $12 million across research and facilities to understand the impacts these technologies may have on our applications.
Beginning in FY 2017, the computer science and computational partnerships activities will invest $7 million to initiate new
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research efforts on technologies “Beyond Moore’s Law,” responding to the NSCI and recommendations made by the
Secretary of Energy Advisory Board, to understand the challenges that these dramatically different technologies pose to
DOE mission applications and to identify the hardware, software and algorithms that will need to be developed for DOE
mission applications to harness these developing technologies.

The NSCI also drew attention to the need to increase the capacity and capability of an enduring national HPC ecosystem by
employing a holistic approach that addresses relevant factors such as networking technology, workflow, downward scaling,
foundational algorithms and software, accessibility, and workforce development. Activities in applied mathematics,
computer science, and next generation networking for science that are not included in the ECI provide the foundation for
increasing the capability of the national HPC ecosystem. In FY 2017, these activities will continue to develop the methods,
software, and tools to ensure DOE applications can fully exploit the most advanced computing systems available and use
HPC systems for data-intensive and computational science at the exascale and beyond.

Software, tools, and methods developed by these core research efforts are used by the Scientific Discovery through
Advanced Computing (SciDAC) computational partnerships. This allows the other scientific programs in the Office of Science
to more effectively use the current and immediate next generation high performance computing facilities. In FY 2017, the
SciDAC activity will be re-competed and expanded. The focus of the new SciDAC portfolio will be on developing the mission
critical applications of the other Office of Science programs. These efforts will be informed by the research results emerging
from the exascale computing initiative and will, whenever possible, incorporate the software, methods, and tools developed
by that initiative. The increase in Computational Partnerships also initiates: a partnership with BES and BER to develop new
tools and technologies for the BRAIN initiative, a partnership with NNSA on seismic simulation, and partnerships supporting
the Administration’s Clean Energy Initiatives.

High Performance Computing and Network Facilities
With the initiation of the SC-ECP, research efforts that are on the critical path for the ECI have been shifted from the High
Performance Computing and Network Facilities subprogram to the Exascale Computing Subprogram.

In FY 2017, the Leadership Computing Facilities (LCFs) will continue preparations for planned 75-200 petaflops (pf) upgrades
at each site to be completed in the 2018-2019 timeframe. The Argonne LCF (ALCF) will also deploy an interim system in

FY 2017 to transition ALCF users to the new many-core architecture being introduced by computer vendors in that time
frame. Because these upgrades represent technological advances in both hardware and software, funds are included in
Research and Evaluation Prototypes (REP) to continue supporting non-recurring engineering efforts for the ASCR facilities
that incorporate custom features to meet the Department’s mission requirements.

The National Energy Research Scientific Computing Center (NERSC) will begin operation of the NERSC-8 supercomputer,
named Cori, which will expand the capacity of the facility to approximately 30pf to address the continued increase in
demand from Office of Science researchers. To keep pace with the growing demand for capacity computing to meet mission
needs, the Department has begun planning for deployment of NERSC-9 in 2020, which will have three to five times the
capacity of NERSC-8.

Given the significant external competition for trained workforce across the ASCR portfolio and the need to develop the
workforce to support the objectives of the NSCI, the REP activity will continue to support the Computational Sciences
Graduate Fellowship at $10,000,000 in FY 2017. Experienced computational scientists who assist a wide range of users in
taking effective advantage of the advanced computing resources are critical assets at both the LCFs and NERSC. To address
this DOE mission need, support also continues for a post-doctoral training program for high end computational science and
engineering. In addition, the three ASCR HPC user facilities will continue coordinating efforts to quantify scientist’s
computational requirements and to prepare their users for future architectures.

To support the new research effort within the computer science and computational partnerships activities, REP will support
a small-scale testbed for technologies that are “Beyond Moore’s Law.” Given the increasing threat from cyber-attacks on
federal resources and the expertise within the ASCR research community, the research and evaluation prototypes activity
will also initiate a modest research effort in cybersecurity in FY 2017 with an emphasis on the unique challenges of the
Department’s HPC facilities, which are not currently addressed by ongoing cyber-security R&D.

In FY 2017, the Energy Science Network (ESnet) will provide increases in bandwidth to address the growing data
requirements of SC facilities, such as the Department’s light sources, neutron sources, and particle accelerators at CERN.
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This includes upgrading high-traffic links to 400 gigabits per second (gbps). ESnet will also continue to extend science
engagement efforts to solve the end-to-end network issues between DOE facilities and universities.

Exascale Computing
With the initiation of the SC-ECP, activities that are on the critical path for the ECI have been shifted to this new
subprogram.

The primary goal of the ECl in SC is to provide the forefront computing resources needed to meet and advance the
Department’s science missions into the next decade. This will require major advances in technology, the most important of
which are increased parallelism, energy efficiency, and reliability, which are needed for scalable use of these computing
systems. Because DOE partners with HPC vendors to accelerate the development of commodity parts, these research
investments will impact computing at all scales, ranging from the largest scientific computers and data centers to
department-scale computing to home computers and laptops. The FY 2017 Request includes $154,000,000 for the SC-ECP.

The investment strategy for the ECI has five components:

=  Conduct research, development, and design efforts in hardware, software, and mathematical technologies leading
toward capable exascale systems.

= Prepare today’s scientific and data-intensive computing applications to exploit fully the capabilities of exascale systems
by coordinating their development with the emerging technologies from the research, development, and design efforts.

= Partner with HPC vendors to accelerate the pace of implementation of technologies required for capable exascale
computing.

= Acquire and operate increasingly capable computing systems, starting with hundred-plus petaflop machines that
incorporate emerging technologies from research investments.

= Collaborate with other Federal agencies to ensure broad applicability and use of capable exascale computing across the
US Government.

Within the FY 2017 Budget Request, ASCR supports the Department’s ECI goal to significantly accelerate the development of
capable exascale computing systems to meet national needs through the SC-ECP. Exascale computing systems, capable of at
least one billion billion (1 x 10*8) calculations per second, are needed to advance science objectives in the physical sciences,
such as materials and chemical sciences, high-energy and nuclear physics, climate and energy modeling, genomics and
systems biology, as well as to support national security objectives and applied-energy research advances in DOE. Exascale
systems’ computational power is also needed for increasing data-analytic and data-intense applications across the set of
DOE science programs and other Federal organizations that rely on large-scale simulations, e.g., the National Oceanographic
and Atmospheric Administration and the National Institutes of Health. The importance of exascale computing to the DOE
science programs is documented in previous and ongoing individual requirements reviews for each SC program office.
Exascale computing is a central component of long-term collaboration between the SC’s Advanced Scientific Computing
Research (ASCR) program and the National Nuclear Security Administration’s (NNSA) Advanced Simulation and Computing
Campaign (ASC) program.

FY 2017 Crosscuts ($K)

ECI
Advanced Scientific Computing Research 154,000
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Advanced Scientific Computing Research
Funding ($K)

FY 2017
FY 2015 Enacted | FY 2015 Current® | FY 2016 Enacted | FY 2017 Request® FY 201;’5

Mathematical, Computational, and Computer Sciences Research

Applied Mathematics 49,155 49,454 49,229 39,229 -10,000

Computer Science 55,767 55,259 56,848 39,296 -17,552

Computational Partnerships 46,918 43,996 47,918 45,596 -2,322

Next Generation Networking for Science 19,000 19,011 19,000 19,000 0

SBIR/STTR 5,830 0 6,181 7,733 +1,552
Total, Mathematical, Computational, and Computer Sciences 176,670 167,720 179,176 150,854 28,322
Research
High Performance Computing and Network Facilities

High Performance Production Computing 75,605 75,905 86,000 92,145 +6,145

Leadership Computing Facilities 184,637 190,698 181,317 187,000 +5,683

Research and Evaluation Prototypes 57,329 53,298 121,471 17,890 -103,581

High Performance Network Facilities and Testbeds 35,000 35,790 38,000 45,000 +7,000

SBIR/STTR 11,759 0 15,036 16,291 +1,255
Total, High Performance Computing and Network Facilities 364,330 355,691 441,824 358,326 -83,498
Exascale Computing

17-SC-20 Office of Science Exascale Computing Project (SC-ECP) 0 0 0 154,000 +154,000
Total, Advanced Scientific Computing Research 541,000 523,411 621,000 663,180 +42,180

SBIR/STTR funding:
= FY 2015 Enacted: SBIR $15,457,000 and STTR $2,132,000
=  FY 2016 Request: SBIR $18,450,000 and STTR $2,767,000
=  FY 2017 Request: SBIR $21,062,000 and STTR $2,962,000

a Reflects the transfer of Small Business Innovation/Technology Transfer Research (SBIR/STTR) funds within the Office of Science.
b A transfer of $1,364,000 to Science Program Direction is to consolidate all Working Capital Funds in one program.
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Advanced Scientific Computing Research
Explanation of Major Changes ($K)

FY 2017 vs
FY 2016

Mathematical, Computational, and Computer Sciences Research: With the initiation of the SC-ECP, $46,106,000 in research efforts that are on the
critical path for the exascale computing initiative have been shifted to the Exascale Computing Subprogram. The computer science and
computational partnerships activities will initiate efforts to investigate the impact of technologies “Beyond Moore’s Law;” the SciDAC portfolio will
be recompeted and expanded to initiate a partnership with BES and BER to develop new tools and technologies for the BRAIN initiative, a
partnership with NNSA on seismic simulation, and partnerships supporting the Administration’s Clean Energy Initiatives. -28,322

High Performance Computing and Network Facilities: With the initiation of the SC-ECP, $107,894,000 of Research and Evaluation Prototypes efforts
that are on the critical path for the exascale computing initiative have been shifted to the Exascale Computing Subprogram. Increased facilities
funding supports: operations, including increased power costs at the facilities; initial site preparation activities for NERSC-9; LCF completion of site
preparations for planned upgrades in FY 2018-19—including support for OLCF to exercise the option to take delivery of a 200pf system, which is 50pf
larger than planned for in FY 2016; ALCF deployment of an interim system to help ALCF users transition to the new many-core architecture in their
planned upgrade; Research and Evaluation Prototypes, which will support the Computational Sciences Graduate Fellowship at $10,000,000 and
initiate testbeds for exploring computer technologies “Beyond Moore’s Law” and a modest new effort in cybersecurity for HPC systems; and ESnet
efforts to provide increases in bandwidth for the growing data requirements of SC facilities, such as upgrading high-traffic links to 400gbps. -83,498

Exascale Computing: With the initiation of the SC-ECP, research efforts that are on the critical path for the exascale computing initiative have been
shifted to the Exascale Computing subprogram. +154,000

Total, Advanced Scientific Computing Research +42,180

Science/Advanced Scientific Computing Research 22 FY 2017 Congressional Budget Justification



Basic and Applied R&D Coordination

Coordination across disciplines and programs is a cornerstone of the ASCR program. Partnerships within the Office of
Science are mature and continue to advance the use of high performance computing and scientific networks for science.
Growing areas of collaboration will be in the area of data-intensive science and readying applications for exascale. ASCR
continues to have a strong partnership with NNSA for achieving the Department’s goals for exascale computing. In April
2011, ASCR and NNSA strengthened this partnership by signing a memorandum of understanding for collaboration and
coordination of exascale research within the Department. Areas of mutual interest between ASCR and the DOE technology
programs, particularly the Office of Electricity Delivery and Energy Reliability (OE) and the Office of Nuclear Energy (NE), are
applied mathematics for the optimization of complex systems, control theory, and risk assessment. Through the National
Information Technology Research and Development Subcommittee of the National Science and Technology Council’s (NSTC)
Committee on Technology, the interagency networking and information technology R&D coordination effort, ASCR also
coordinates with programs across the Federal Government. In FY 2016, cross-agency interactions and collaborations will
continue, fostered by the NSCI, in coordination with OSTP.

Program Accomplishments

Advances in Materials Science to Reduce Friction in Energy Systems. Advances in materials science and nanotechnology
often underpin technological improvements in energy delivery. For example, it is estimated that 1/3 of the energy
consumed in passenger cars is to overcome mechanical friction.? In a collaboration at Argonne, involving materials scientists
at the Argonne Center for Nanoscale Materials, computational scientists, and an applied-energy program laboratory fellow,
the Mira supercomputer was used to identify and improve a new mechanism for reducing friction, which is feeding into the
development of a hybrid material that exhibits superlubricity at the macroscale for the first time. Computer simulations
revealed that when the lubricant materials—graphene and diamond-like carbon (DLC)—slid against each other, the
graphene began rolling up to form hollow cylindrical “scrolls” that helped to practically eliminate friction. These so-called
nanoscrolls represent a completely new mechanism for superlubricity, a state in which friction essentially disappears.
Superlubricity is a highly desirable property in a host of mechanical systems. Considering that nearly one-third of every tank
of fuel is spent overcoming friction in automobiles, a material that can achieve superlubricity would provide a significant
economic advantage and would benefit industry and consumers alike. The research team is in the process of seeking a
patent for the hybrid material, which could potentially be used for applications in dry environments, such as computer hard
drives, wind turbine gears, and mechanical rotating seals for microelectromechanical and nanoelectromechanical systems.
The team’s groundbreaking nanoscroll discovery would not have been possible without a supercomputer like Mira.
Replicating the experimental setup required simulating up to 1.2 million atoms for dry environments and up to 10 million
atoms for humid environments. This work was published in Science Magazine in June 2015.

Harnessing Large Scale Turbulence to Improve Clean Coal Combustion. Fundamental understanding in chemistry and
turbulence often holds the keys for improving the efficiency of large-scale combustion devices, such as those used in coal-
fired power plants. Researchers at the University of Utah and its NNSA—funded Carbon Capture Multi-Disciplinary
Simulation Center (CCMSC) are using the Oak Ridge LCF (OLCF) to improve modeling capabilities to enable petascale
simulations to guide the design of next-generation oxy-coal boilers for clean electric energy. The scale of these boilers (up to
300 feet tall), their cost (hundreds of millions of dollars), and their ability to provide electricity for up to a million people
underscore the importance of optimizing the design. The computational models developed by CCMSC use large-eddy
simulation, derived from long-term investments by ASCR and Basic Energy Sciences (BES) to model turbulence in the boilers
and to include ray-tracing approaches to model thermal radiation, which is the dominant mode of heat transfer. In order to
show that these models are capable of being used to model a complete boiler, the team used the OLCF to develop,
implement, and test Reverse Monte Carlo Ray Tracing (RMCRT), a unique technique for modeling radiative heat transfer in
clean coal boilers, at large scale on both CPUs and GPUs. The OLCF GPUs reduced the team’s time to solution by a factor of
two and enabled simulations previously too computationally expensive to perform. These achievements lay the groundwork
for full-architectural utilization—CPU and GPU—of OLCF to perform multi-physics simulation for oxy-coal boiler modeling,
including combustion, fluid flow and radiative heating, necessary to achieve CCMSC’s goal of simulating during the next five
years clean coal boiler of between a 350MWe and 1000MWe. This technology was recently acquired by GE Power Systems.

2 http://www.stle.org/resources/lubelearn/friction/
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Basic Science of Converting CO: Into Fuel and Useful Chemicals. BES-funded basic research in the functional role of
pyridinium during aqueous electrochemical reduction of CO2 on platinum, coupled with simulations run on NERSC’s Hopper
supercomputer explain why submerging a platinum semiconductor into an acidic solution of pyridine and CO2 and charging
it with just 600 millivolts of electricity, the CO2 can be transformed into formic acid, formaldehyde and methanol.
Simulations reveal that, unexpectedly, the CO2 conversion process is initiated by a reaction with hydrogen atoms bound to a
platinum surface. Other mechanisms had been proposed before these simulations settled the issue. Although platinum
catalysts would be too expensive to use at scale, this research opens the door to systematic exploration of catalysts that are
more affordable. The findings are expected to be useful in the design and development of new technologies that can
generate fuels that are consumed without producing CO2, a long held goal in reducing the carbon footprint of chemical
manufacturing and energy production.

Advancing Next Generation Nuclear Energy. Although nuclear fission of uranium has been used in commercial power plants
for decades across the U.S. and generates about 20 percent of the nation’s electricity in a carbon-free manner, significant
fundamental intricacies of the process remain unknown. Basic research in nuclear physics, coupled with ASCR simulation
capabilities are allowing scientists to delve into these questions in the study of the model system of fission of fermium-264
as it splits into two symmetric nuclei of tin-132. They combined sophisticated calculations and techniques that considered
the variations in the shape of a single fermium-264 atom as it breaks apart and found that the optimal fission path is
strongly impacted by nucleonic pairing, also known as superfluidity. The coupling between shape and pairing can lead to a
dramatic departure from the standard picture of fission. For the first time, researchers are able to study spontaneous fission
microscopically with a computational model that considers factors which were previously estimated. When extended to the
more complex case of uranium fission, this research could open doors for improving the performance and safety of nuclear
reactors, as well as for national security applications. The research team from the Michigan State University, funded by
NNSA and using the OLCF supercomputer, is working to develop a predictive framework to describe nuclear fission.

ESnet Support of High-Energy Physics Experiments and Secretarial Recognition. In 2015, ESnet transatlantic circuit capacity
was expanded to 340 gigabits/second, to support resumption of experiments at the Large-Hadron Collider at the CERN
(Organisation Européenne pour la Recherche Nucléaire) in Geneva, Switzerland. The capacity expansion was designed and
implemented on time to support the start of LHC Run2, which began in June 2015. ESnet staff received a Secretarial Honor
Award—DOE's highest non-monetary recognition—for developing the On-demand Secure Circuits and Reservation System
(OSCARS), a widely-used software application that creates dedicated bandwidth 'highways' for scientists to transfer massive,
time-critical data sets over long distances.

Delivering on Exascale technologies. As part of the ASCR Fast Forward computer-science research activity, NVIDIA developed
a signaling technology called GRS (ground-referenced signaling) that ultimately led to the development of the NV Link
technology, which is a key technology in their Pascal and Volta generation GPUs. GRS is a high-speed (20 gigabits/second)
low-energy (0.5-picojoule/bit) signaling technology. During the development of GRS, NVIDIA sketched a number of
application scenarios including using the technology to provide a high-bandwidth channel between the CPU and GPU—and
hence enabling full-bandwidth GPU access to CPU memory via NV Link. NVLink 1.0 will be available on the Pascal GP100
GPU and on the IBM Power 8+ CPU (and several other yet unannounced CPUs). It provides high-bandwidth, low-latency
communication between the CPU and the GPU in a heterogeneous system, which will be critical in exascale systems. This
link enables the GPU to use the full memory bandwidth of the CPU memory, which will greatly simplify the programmability
of scientific and engineering algorithms on heterogeneous HPCs.
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Advanced Scientific Computing Research
Mathematical, Computational, and Computer Sciences Research

Description

The Mathematical, Computational, and Computer Sciences Research subprogram supports research activities to effectively
use the current and future generations of DOE’s computer and networking capabilities. Computational science is
increasingly central to progress at the frontiers of science and to our most challenging engineering problems. Accordingly,
the subprogram delivers:

= new mathematics required to more accurately model systems involving processes taking place across a wide range of
time and length scales;

= software, tools, and middleware to efficiently and effectively harness the potential of today’s high performance
computing systems and advanced networks for science and engineering applications;

= operating systems, data management, analyses, representation model development, user interfaces, and other tools
required to make effective use of future-generation supercomputers and the data sets from current and future scientific
user facilities;

=  computer science and algorithm innovations that increase the productivity, energy efficiency, and resiliency of future-
generation supercomputers;

= networking and collaboration tools to make scientific resources readily available to scientists, in university, national
laboratory, and industrial settings.

The research program will develop methods, software, and tools to use HPC systems for data-intensive and computational
science at the exascale and beyond. This requires a focus on increased parallelism, energy efficiency, and reliability.

Deriving scientific insights and knowledge from vast amounts of data flowing from Office of Science user facilities will
require a focused research effort to develop the necessary theories, software tools, and technologies to manage the full
data lifecycle from generation or collection through integration, transformation, analysis, and visualization, to capturing the
historic record of the data and archiving, and sharing them.

With the initiation of the SC-ECP, research efforts that are on the critical path for the exascale computing initiative have
been shifted to the Exascale Computing Subprogram.

Applied Mathematics

The Applied Mathematics activity supports the R&D of applied mathematical models, methods, and algorithms for
understanding complex natural and engineered systems related to DOE’s mission. These mathematical models, methods,
and algorithms are the fundamental building blocks for describing physical and energy-related biological systems
computationally. This activity’s research underpins all of DOE’s modeling and simulation efforts. Significant innovation in
applied mathematics is needed to realize the potential of next generation HPC systems. High-fidelity modeling and
simulation require a number of new algorithmic techniques and strategies supported by this activity, including advanced
solvers for large linear and nonlinear systems of equations, time integration schemes, multi-physics coupling, methods that
use asynchrony or randomness, adaptively evolving mesh techniques, algorithmic resilience, and uncertainty quantification.

Computer Science

The Computer Science activity supports research on extreme-scale computing and extreme-scale data. Information from
computer vendors indicates that, because of power constraints, data movement, rather than arithmetic operations, will be a
constraining factor within future systems. Memory per core is projected to decline sharply, due to power requirements and
the cost of memory relative to CPUs and the performance growth of storage systems will continue to lag behind the
computational capability of the systems. Multi-level storage architectures that span multiple types of memory hardware are
anticipated and will require research within this activity to develop new approaches for run-time data management and
analysis.

Significant innovation in computer science is needed to realize the computational and data-analytic potential of next-
generation HPC systems and other scientific user facilities in a timeframe consistent with their anticipated availability. There
will be continued emphasis on data-intensive science challenges with particular attention to the intersection with exascale
Science/Advanced Scientific Computing Research 25 FY 2017 Congressional Budget Justification



computing challenges and the unique needs of DOE scientific user facilities including data management. There also will be
significant efforts in software tools, user interfaces, the HPC software stack that can dynamically deal with time-varying
energy efficiency and reliability requirements—including operating systems, file systems, compilers, and performance tools—
and visualization and analytics tools that scale to extremely massive datasets. These efforts are essential to ensure DOE
mission applications are able to use commercially available HPC hardware.

Computational Partnerships

The Computational Partnerships activity supports the SciDAC program, which accelerates progress in scientific computing
through partnerships among applied mathematicians, computer scientists, and scientists in other disciplines. These
partnerships enable scientists to conduct complex scientific and engineering computations on leadership-class and high-end
computing systems at a level of fidelity needed to simulate real-world conditions. Current SciDAC applications include
climate science, fusion research, high energy physics, nuclear physics, astrophysics, materials science, chemistry, and
accelerator physics.

SciDAC focuses on the high-end of high-performance computational science and engineering and addresses two challenges:
to broaden the community and thus the impact of high performance computing, particularly to address the Department’s
missions, and to ensure that progress at the frontiers of science is enhanced by advances in computational technology, most
pressingly, the emergence of the hybrid, multi-core and many-core architectures.

Next Generation Networking for Science

ASCR has played a leading role in the development of the high-bandwidth networks connecting researchers to facilities,
data, and to one another. ASCR-supported researchers helped establish critical protocols on which the internet is based.
Next Generation Networking for Science research provides underpinning technologies used in international collaborations
such as the Large Hadron Collider, including virtual meeting and other commercial collaboration tools. These research
efforts build upon results from Computer Science and Applied Mathematics to develop integrated software tools and
advanced network services to use new capabilities in ESnet to advance DOE missions.
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Advanced Scientific Computing Research

Mathematical, Computational, and Computer Sciences Research

Activities and Explanation of Changes

FY 2016 Enacted

Explanation of Changes

FY 2017 Request FY 2017 vs FY 2016

Mathematical, Computational, and Computer $150,854,000 -$28,322,000
Sciences Research $179,176,000
Applied Mathematics $49,229,000 $39,229,000 -$10,000,000

Applied Mathematics continues efforts to develop new
algorithmic techniques and strategies that extract
scientific advances and engineering insights from
massive data for DOE missions. Applied Mathematics
addresses many of the challenges of exascale
including: advanced solvers, uncertainty
quantification, algorithmic resilience, and strategies
for reducing global communications.

Applied Mathematics will continue efforts to develop
new algorithmic techniques and strategies that extract
scientific advances and engineering insights from
massive data for DOE missions including: uncertainty
guantification, algorithmic resilience, and strategies
for reducing global communications.

$10,000,000 of Applied Mathematics efforts have
been moved to the Exascale Computing subprogram.

Computer Science $56,848,000

$39,296,000 -$17,552,000

Computer Science continues efforts to develop
software, new programming models and metrics for
evaluating system status. This activity is primarily
focused on addressing the challenges of exascale and
data-intensive science. Emphasis remains on efforts to
promote ease of use; increase parallelism, energy
efficiency, and reliability, and ensures that research
efforts are tightly coupled to application requirements
and developments in industry, particularly those
identified by the co-design centers and developed in
partnerships supported by the Research and
Evaluation Prototypes activity.

Computer Science will continue efforts to develop
software, new programming models, new operating
systems and efforts to promote ease of use.

As Moore’s law reaches its final phase, impacts will be
seen in several technology areas, including HPC and
knowledge extraction from large datasets resulting
from next-generation scientific experiments. Given the
Department’s significant investment in these areas, it
is essential that our research community understands
and is ready to mitigate these impacts to our mission
applications.

$20,106,000 of Computer Science efforts have been
moved to the Exascale Computing subprogram.

The computer science activity will initiate new efforts
to begin to investigate the impact of technologies
“Beyond Moore’s Law.”
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FY 2016 Enacted

FY 2017 Request

Explanation of Changes
FY 2017 vs FY 2016

Computational Partnerships $47,918,000

$45,596,000

-$2,322,000

The SciDAC Institutes are recompeted at the end of
FY 2016. These Institutes continue to provide the
bridge between the core research program and the
DOE science applications. The development of SciDAC
tools and resources by the Institutes is primarily for
use on computational systems, such as those existing
and planned for at the Oak Ridge and Argonne
Leadership Computing Facilities, the National Energy
Research Scientific Computing Center, and similar
world-class computing facilities over the following five
years.

In addition, the exascale Co-design centers will
undergo a comprehensive external peer review in

FY 2015 to document progress and impact, and to
inform the recompetition of these efforts in FY 2016.

The SciDAC institutes continue to play a key role in
assisting DOE mission critical applications to effectively
use the ASCR production and leadership computing
facilities. The science application partnerships, with
the other Office of Science programs, will be
recompeted and expanded in FY 2017 to address the
challenges in moving toward larger data sets and more
complex computing systems on the path to exascale.

FY 2017 marks the beginning of the fourth iteration of
the SciDAC portfolio. This highly successful program
has never been more important to bridge the gap
between core research efforts in computer science
and applied math and the applications supported by
the other Office of Science programs. The focus on
SciDAC over the next four years will be on readying
Office of Science applications to harness the potential
of the upgraded ASCR leadership and production
computing facilities with priority emphasis on efforts
that are needed to advance the science goals in
partnerships with the Offices of Basic Energy Sciences
(BES), Biological and Environmental Research (BER),
High Energy Physics, Nuclear Physics, and Fusion
Energy Sciences (FES). ASCR will continue to work with
the DOE Applied Energy programs and other Federal
agencies, in support of the whole-of-government
objective of the NSCI.

As part of ASCR efforts to understand the impacts of
technologies “Beyond Moore’s Law,” this activity will
initiate partnerships within the Office of Science for
application specific efforts to begin to explore these
technologies.

$16,000,000 of co-design efforts have been moved to
the Exascale Computing subprogram.

Funding supports recompetition and expansion of the
SciDAC partnerships including new efforts with BES,
BER and FES supporting the Administration’s Clean
Energy Initiatives.

Funding also initiates a partnership with BES and BER
to develop new tools and technologies for the BRAIN
initiative, a partnership with NNSA on seismic
simulation, and partnerships within the Office of
Science to begin to explore technologies “Beyond
Moore’s Law.”
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FY 2016 Enacted

FY 2017 Request

Explanation of Changes
FY 2017 vs FY 2016

Next Generation Networking for Science $19,000,000 $19,000,000 SO

The Next Generation Networking for Science activity The Next Generation Networking for Science activity No change
continues to work closely with SC user facilities and will continue to work closely with SC user facilities and
applications, to develop the necessary tools— applications, to develop the necessary tools—

networking software, middleware and hardware—to networking software, middleware and hardware—to

address the challenges of moving, sharing and address the challenges of moving, sharing and

validating massive quantities of data via next validating massive quantities of data via next

generation optical networking technologies. This focus generation optical networking technologies.

allows DOE scientists to productively collaborate

regardless of the geographical distance between

scientists and user facilities or the size of the data.

SBIR/STTR $6,181,000 $7,733,000 +$1,552,000

In FY 2016, SBIR/STTR funding is set at 3.45% of non-
capital funding.

In FY 2017, SBIR/STTR funding is set at 3.65% of non-
capital funding.
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Advanced Scientific Computing Research
High Performance Computing and Network Facilities

Description

The High Performance Computing and Network Facilities subprogram delivers forefront computational and networking
capabilities. These include high performance production computing at the National Energy Research Scientific Computing
Center (NERSC) at LBNL and Leadership Computing Facilities (LCFs) at ORNL and ANL. These computers, and the other Office
of Science research facilities, generate many petabytes of data each year. Moving data to where it is needed requires
advanced scientific networks and related technologies provided through High Performance Network Facilities and Testbeds,
which includes the Energy Science Network (ESnet). Finally, the operation of the facilities also includes investments to
ensure the facilities remain state-of-the-art and can accept future systems such as electrical and mechanical system
enhancements.

The Research and Evaluation Prototypes activity addresses the challenges of next generation computing systems. By actively
partnering with the research community, including industry, on the development of technologies that enables next-
generation machines, ASCR ensures that commercially available architectures serve the needs of the scientific community.
The Research and Evaluation Prototypes activity also prepares researchers to effectively use the next generation of scientific
computers and seeks to reduce risk for future major procurements.

Allocation of computer time at ASCR facilities follows the peer-reviewed, public-access model used by other SC scientific
user facilities. To help address the workforce issues at the ASCR facilities, each facility established a postdoctoral training
program in FY 2015 for high-end computational science and engineering. These programs teach PhD scientists with limited
experience in HPC the skills to be computational scientists adept at using high performance production and leadership
systems.

High Performance Production Computing

This activity supports NERSC, which delivers high-end production computing services for the SC research community.
Approximately 6,000 computational scientists in about 800 projects use NERSC annually to perform scientific research
across a wide range of disciplines including astrophysics, chemistry, climate modeling, materials, high energy and nuclear
physics, fusion, and biology. NERSC users come from nearly every state in the U.S., with about 65% based in universities,
25% in DOE laboratories, and 10% in other government laboratories and industry. NERSC’s large and diverse user base
requires an agile support staff to aid users entering the high performance computing arena for the first time, as well as
those preparing codes to run on the largest machines available at NERSC and other Office of Science computing facilities. In
FY 2015, NERSC moved into the new Computational Research and Theory building located on the Lawrence Berkeley
National Laboratory campus.

NERSC is a vital resource for the Office of Science research community and is consistently oversubscribed, with requests
exceeding capacity by a factor of 3—10. This gap between demand and capacity exists despite upgrades to the primary
computing systems approximately every three years. NERSC regularly gathers requirements from Office of Science domain
programs through a long-established, robust process and uses these requirements to inform upgrade plans. These
requirements activities are also vital to planning for SciDAC and other ASCR efforts to prioritize research directions and
inform the community of new computing trends, especially as the computing industry moves toward exascale computing.

Leadership Computing Facilities

The LCFs enable open scientific applications, including industry applications, to harness the potential of leadership
computing to advance science and engineering. The success of this effort is built on the gains made in Research and
Evaluation Prototypes and ASCR research efforts. Another LCF strength is the staff, which operate and maintain the forefront
computing resources and provide support to Innovative and Novel Computational Impact on Theory and Experiment
(INCITE) projects, ASCR Leadership Computing Challenge (ALCC) projects, scaling tests, early science applications, and tool
and library developers. Support staff experience is critical to the success of industry partnerships to address the challenges
of next-generation computing.
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The Oak Ridge Leadership Computing Facility’s (OLCF) 27 petaflop (pf) system is one of the most powerful computers in the
world for scientific research, and is ranked number two on the June 2015 Top 500 list.? Through allocations at the OLCF,
many applications, including the water cycle and cryosphere systems in advanced climate simulations, developing models of
astrophysical explosions, direct-numerical simulation of turbulent combustion flexible-fuel gas turbines, dynamical
simulations of magnetic fields in high-energy-density plasmas, first-principles based statistical physics of alloys and
functional materials, simulations of high-temperature superconductors, molecular design of next-generation nanostructured
polymer electrolytes, simulation of fundamental energy conversion processes in cells, simulations of neutron transport in
fast-fission reactor cores, and earthquake simulations, are running at the multi-petaflop scale. OLCF staff shares its expertise
with industry to broaden the benefits of petascale computing for the Nation. For example, OLCF works with industry to
reduce the need for costly physical prototypes and physical tests in the development of high-technology products.

The Argonne Leadership Computing Facility (ALCF) operates a 10-pf IBM Blue Gene Q (Mira), developed through a joint
research project with support from the NNSA, industry, and ASCR’s Research and Evaluation Prototypes activity. This HPC
system achieves high performance with relatively lower electrical power consumption than other current petascale
computers. The ALCF will also begin operations of an 8.5 pf Intel-based machine to prepare their users for the ALCF-3
upgrade in 2019.

The ALCF and OLCF systems are architecturally distinct, consistent with DOE’s strategy to foster a diversity of capabilities
that provides the Nation’s HPC user community the most effective resources. ALCF supports many applications, including
molecular dynamics and materials, for which it is better suited than OLCF or NERSC. Through INCITE, ALCF also transfers its
expertise to industry, for example, helping scientists and engineers to understand the fundamental physics of turbulent
mixing to transform product design and to achieve improved performance, lifespan and efficiency.

The demand for 2015 INCITE allocations at the LCFs outpaced the available resources by a factor of three.

Research and Evaluation Prototypes

Research and Evaluation Prototypes (REP) has a long history of partnering with U.S. vendors to develop future computing
technologies and testbeds that push the state-of-the-art and allowed DOE researchers to better understand the challenges
and capabilities of emerging technologies. This activity supports testbeds for next-generation systems and for technologies
“Beyond Moore’s Law.” This activity also supports some near-term research efforts needed by the ASCR facilities and
focused on their unique needs—such as cybersecurity efforts focused on the unique challenges of open HPC systems.

In addition, this activity partners with the NNSA on the Computational Sciences Graduate Fellowship (CSGF).

With the initiation of the SC-ECP, research and evaluation prototype efforts that are on the critical path for the exascale
computing initiative and activities, such as the vendor partnerships on critical technologies, nodes and system integration,
have been shifted to the Exascale Computing Subprogram.

High Performance Network Facilities and Testbeds

The Energy Sciences Network (ESnet) provides the national and international network and networking infrastructure
connecting DOE science facilities, experiments, and SC laboratories with other institutions connected to peer academic or
commercial networks. The costs for ESnet are dominated by operations, including maintaining the fiber optic backbone and
refreshing switches and routers on the schedule needed to ensure the 99. 999% reliability required for large-scale scientific
data transmission. Additional funds are used to support the growth in science data traffic and for testing and evaluation of
400-gbps technologies and software-defined networking services that will be required to keep pace with the expected data
volume.

2 http://www.top500.org/lists/2014/11/
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Activities and Explanation of Changes

Advanced Scientific Computing Research
High Performance Computing and Network Facilities

FY 2016 Enacted

FY 2017 Request

Explanation of Changes

FY 2017 vs FY 2016
High Performance Computing and Network Facilities  $358,326,000 -$83,498,000
$441,824,000
High Performance Production Computing $92,145,000 +$6,145,000

$86,000,000

Supports installation, acceptance and operation of the
NERSC high-end capability systems (NERSC-7 and
NERSC-8) including increased power costs, lease
payments, and user support and continuation of the
post-doctoral training program for high-end
computational science and engineering.

In January 2017, NERSC will begin production
operations of the NERSC-8 system. Named “Cori” after
Nobel Laureate Gerty Cori, this system is an
approximately 30-pf Cray XC supercomputer with Intel
Xeon Phi processors. The full production system will
provide roughly four times the CY 2016 NERSC
capacity.

Demand for production computing for the Office of
Science continues to grow along with system capability
and the rapid increase in data from experiments. To
help NERSC keep pace, the Department approved the
NERSC-9 Mission Need Statement in August 2015. An
RFP was issued in FY 2016 and the vendor will be
selected in FY 2017 to deliver a pre-exascale system,
with three to five times the capacity of NERSC-8, in
2020.

Increase supports production operations of NERSC-8,
including increased power costs, lease payments, and
user support, and the start of site preparations for
NERSC-9.

Leadership Computing Facilities $181,317,000

$187,000,000

+$5,683,000

Support operation and allocation of the 27-pf Titan
system at the OLCF and the 10-pf Mira system at the
ALCF through INCITE and ALCC. This includes lease
payments, power, and user support. Also supports
preparations—such as power, cooling and cabling at
the LCFs to support 75-200 pf upgrades at each facility
and continuation of the post-doctoral training program
for high-end computational science and engineering.

Site preparations for planned upgrades at both LCF
facilities will be completed in 2017.

The OLCF will begin to install cabinets for the new 200-
pf IBM Power9 heterogeneous supercomputer with
NVIDIA Volta GPUs at the end of FY 2017. Installation,
testing, early science access and transition to
operations for the system, named Summit, are all
planned for FY 2018. This upgrade will provide
approximately five times the capability of Titan.

Increase supports completion of site preparations for
planned upgrades at both LCF facilities. These include
finalizing power and cooling capacity, as well as space
and weight requirements because the final
specification of the machines is now known for both
facilities.

Increase also supports installation and operations of
an interim Intel-Cray computing system at the ALCF to
transition users to the new many-core architecture
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FY 2016 Enacted

FY 2017 Request

Explanation of Changes
FY 2017 vs FY 2016

The ALCF will complete site preparations in early

FY 2018 for its planned upgrade in FY 2019 to an Intel-
Cray supercomputer, called Aurora, to be built with 3rd
Generation Intel Xeon Phi many-core processors. This
system is a dramatic change from the Current Mira
system, which is an IBM BlueGene Q supercomputer.
Therefore, the ALCF will install and operate an 8.5-pf
interim system, called Theta, in early FY 2017 based on
Intel’s second-generation Xeon Phi processor. This
system will serve as an early production system to
transition ALCF users to the new architecture.

The LCF upgrades will advance energy and
manufacturing technologies, as well as our
fundamental understanding of the universe, while
maintaining the United States' global leadership in HPC
on the path to exascale computing.

and exercise the option to acquire a 200-pf machine at
the OLCF expanding the current plan of record by 50
pf.

Leadership Computing Facility at ANL: $77,000,000 $80,000,000 +$3,000,000
Leadership Computing Facility at ORNL: $104,317,000 $107,000,000 +$2,683,000
Research and Evaluation Prototypes $121,471,000 $17,890,000 -$103,581,000

REP supports efforts to improve the energy efficiency
and reliability of critical technologies such as memory,
processors, network interfaces and interconnects. The
compute node is the basic building block of a high
performance computer and all of these technologies
come together in the node. Therefore, REP will
competitively select R&D partnerships with U.S.
vendors to initiate the design and development of

node and system designs suitable for exascale systems.

These efforts will influence the development of
prototypes that advance DOE goals and are based on
the results of the Fast Forward and Design Forward
investments. This is an essential component of the
Department’s exascale computing plan and a key step
in the vendor’s productization efforts.

Availability of experienced and knowledgeable
workforce issues continues to be of vital importance to
the ASCR facilities and to the NSCI exascale goals. The
CSGF program plays an important role in providing
future DOE leaders in HPC and computational science.
Therefore, Research and Evaluation Prototypes will
continue support for the program at $10,000,000 in

FY 2017. This activity will also support a modest effort
in cybersecurity research that is focused on the unique
challenges of open-science HPC systems and a small
scale testbed for researchers explore technologies
“Beyond Moore’s Law”.

With the initiation of the SC-ECP, REP funding of
$107,894,000 (a reduction of $3,577,000 from the

FY 2016 level for these efforts) has been shifted to the
newly established Exascale Computing subprogram.

Increase is for a new effort in cybersecurity and a
testbed for “Beyond Moore’s Law” research efforts.
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FY 2016 Enacted

FY 2017 Request

Explanation of Changes
FY 2017 vs FY 2016

Support is provided for non-recurring engineering
efforts in support of ASCR facilities.

To emphasize the vital importance of the CSGF
program to the ASCR facilities and to our exascale
goals, Research and Evaluation Prototypes supports
the program at $10,000,000.

High Performance Network Facilities and Testbeds
$38,000,000

$45,000,000

+$7,000,000

ESnet operates the national and international network
infrastructure to support critical DOE science
applications, SC facilities and scientific collaborations
around the world through 100 gbps production
network and begin upgrade to 400-gbps testbed for
networking testing and research.

ESnet has become a critical enabler of large-scale,
data-intensive science in the U.S. The volume of data
transferred by ESnet is growing roughly 66% per year,
twice the rate of the commercial Internet. This request
provides bandwidth increases to support data
requirements of all Office of Science facilities;
upgrades selected high-traffic links to 400-gbps
technology; supports transatlantic access to LHC data;
and extends direct science engagement efforts to
improve end-to-end network performance between
DOE facilities and U.S. universities.

The request also continues ongoing enhancement of
network architectures and tools now widely deployed
through the DOE and university systems in the US:
Science DMZ, perfSONAR, Data Transfer Nodes, and
OSCARS. Additionally, the request supports applied
R&D necessary to maintain ESnet's status as a world-
leading scientific research network, and to support a
network testbed focused on prototyping and
operationalizing future network architectures such as
Software-Defined Networking and Named-Data
Networking.

Increase supports operations and staff for the ESnet,
including upgrading high-traffic links to 400 gbps;
transatlantic access to LHC data; expansion of science
engagement efforts; and research and tool
development.

SBIR/STTR $15,036,000

$16,291,000

+$1,255,000

In FY 2016, SBIR/STTR funding is set at 3.45% of non-
capital funding.

In FY 2017, SBIR/STTR funding is set at 3.65% of non-
capital funding.
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Advanced Scientific Computing Research
Exascale Computing

Description

The Office of Science Exascale Computing Project (SC-ECP) in the Exascale Computing subprogram captures ASCR’s
participation in the U. S. Department of Energy’s ECI, to ensure the hardware and software R&D, including applications
software, for a capable exascale system is completed in time to meet the scientific and national security mission needs of
the mid-2020s.

On July 29, 2015 President Obama established, by Executive Order, the National Strategic Computing Initiative (NSCI) to
maximize the benefits of High Performance Computing (HPC) for U.S. economic competitiveness and scientific discovery.
DOE is one of the three lead agencies for the NSCI and is specifically assigned the responsibility for executing a program,
joint between Office of Science and NNSA, to develop a capable exascale computing program with an emphasis on
sustained performance on relevant applications and analytic computing to support DOE missions.

The SC-ECP comprises R&D and delivery of exascale computers and is not a traditional construction project. The SC-ECP will
be managed following the principles of DOE Order 413.3B, Program and Project Management for the Acquisition of Capital
Assets, which has been used by the Office of Science for the planning, design, and construction of all of its major projects,
including the LCFs at Argonne and Oak Ridge National Laboratories and NERSC at Lawrence Berkeley National Laboratory.
Computer acquisitions will use a tailored version of Order 413.3B. The first four years of SC-ECP will focus on research in
software (new algorithms and methods to support application and system software development) and hardware (node and
system design). During the last six years of the SC-ECP, activities will focus on delivering application software, the system
software stack, and hardware technologies that will be deployed in the exascale systems.

FY 2017 funding will support codesign activities with a representative subset of mission applications; efforts to develop an
exascale software stack, new programming models and efforts to promote ease of use; increase parallelism, energy
efficiency, and reliability; and the initiation of vendor partnerships to design and develop scalable prototypes of exascale
systems.
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Activities and Explanation of Changes

Advanced Scientific Computing Research
Exascale Computing

FY 2016 Enacted

FY 2017 Request

Explanation of Changes
FY 2017 vs FY 2016

17-SC-20 Office of Science Exascale Computing
Project (SC-ECP) $0

$154,000,000

+$154,000,000

Research efforts that are on the critical path for the
ECI have previously been funded within Applied
Mathematics, Computer Sciences, Computational
Partnerships, and Research and Evaluation Prototypes
activities.

FY 2017 funding will support codesign activities with a
representative subset of mission applications; efforts
to develop an exascale software stack, new
programming models and efforts to promote ease of
use; increase parallelism, energy efficiency, and
reliability and the initiation of vendor partnerships to
design and develop scalable prototypes of exascale
systems.

Increase reflects the transfer of exascale research
efforts previously funded within Applied Mathematics,
Computer Sciences, Computational Partnerships, and
Research and Evaluation Prototypes activities.

Science/Advanced Scientific Computing Research
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Advanced Scientific Computing Research
Performance Measures

In accordance with the GPRA Modernization Act of 2010, the Department sets targets for, and tracks progress toward, achieving performance goals for each program.
The following table shows the targets for FY 2015 through 2017. Details on the Annual Performance Report can be found at http://energy.gov/cfo/reports/annual-
performance-reports.

| FY 2015 | FY 2016 | FY 2017

Performance Goal ASCR Facility Operations—Average achieved operation time of ASCR user facilities as a percentage of total scheduled annual operation time
(Measure)

Target > 90% > 90% > 90%
Result Met TBD TBD
Endpoint Target Many of the research projects that are undertaken at the Office of Science’s scientific user facilities take a great deal of time, money, and effort to

prepare and regularly have a very short window of opportunity to run. If the facility is not operating as expected the experiment could be ruined or
critically setback. In addition, taxpayers have invested millions or even hundreds of millions of dollars in these facilities. The greater the period of
reliable operations, the greater the return on the taxpayers’ investment.

Performance Goal ASCR Research—Discovery of new applied mathematics and computer science tools and methods that enable DOE applications to deliver

(Measure) scientific and engineering insights with a significantly higher degree of fidelity and predictive power

Target Conduct an external peer review of the three Fund two teams to develop exascale node Fund two teams to develop programming
original co-design centers to document designs. environments for exascale computing systems.
progress, impact, and lessons learned.

Result Met TBD TBD

Endpoint Target Develop and deploy high-performance computing hardware and software systems through exascale platforms.
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Advanced Scientific Computing Research
Capital Summary ($K)

Total Prior Years FY 2015 FY 2015 FY 2016 FY 2017 FY 2017 vs
Enacted Current Enacted Request FY 2016
Capital operating expenses
Capital equipment n/a n/a 8,000 13,100 6,000 5,000 -1,000

Funding Summary ($K)

FY2015Enacted | FY2015Current | FY2016Enacted | FY 2017 Request FY 2017 vs FY 2016
Research 228,169 221,018 294,466 315,011 +20,545
Scientific user facility operations 295,242 302,393 305,317 324,145 +18,828
Other 17,589 0 21,217 24,024 +2,807
;‘:Zae';i:"a““‘d Scientific Computing 541,000 523,411 621,000 663,180 +42,180
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Advanced Scientific Computing Research
Scientific User Facility Operations ($K)

The treatment of user facilities is distinguished between two types: TYPE A facilities that offer users resources dependent on a single, large-scale machine; TYPE B
facilities that offer users a suite of resources that is not dependent on a single, large-scale machine.

Definitions:
Achieved Operating Hours — The amount of time (in hours) the facility was available for users.

Planned Operating Hours —

= For Past Fiscal Year (PY), the amount of time (in hours) the facility was planned to be available for users.

= For Current Fiscal Year (CY), the amount of time (in hours) the facility is planned to be available for users.

=  For the Budget Fiscal Year (BY), based on the proposed budget request the amount of time (in hours) the facility is anticipated to be available for users.

Optimal Hours — The amount of time (in hours) a facility would be available to satisfy the needs of the user community if unconstrained by funding levels.

Percent of Optimal Hours — An indication of utilization effectiveness in the context of available funding; it is not a direct indication of scientific or facility productivity.
=  For BY and CY, Planned Operating Hours divided by Optimal Hours expressed as a percentage.
= For PY, Achieved Operating Hours divided by Optimal Hours.

Unscheduled Downtime Hours - The amount of time (in hours) the facility was unavailable to users due to unscheduled events. NOTE: For type “A” facilities, zero
Unscheduled Downtime Hours indicates Achieved Operating Hours equals Planned Operating Hours.

FY 2015 Enacted FY 2015 Current FY 2016 Enacted FY 2017 Request FY 2017 vs FY 2016

TYPE A FACILITIES

NERSC $75,605 $75,905 $86,000 $92,145 +6,145
Number of Users 5,608 5,608 5,608 6,000 +392
Achieved operating hours N/A N/A N/A N/A N/A
Planned operating hours 8,585 8,585 8,585 8,322° -263
Optimal hours 8,585 8,585 8,585 8,322 -263
Percent optimal hours N/A N/A N/A N/A N/A
Unscheduled downtime hours N/A N/A N/A N/A N/A

2 Due to the planned upgrade NERSC will schedule less hours for FY 2017. However, the significant increase in the capacity of this upgrade system will allow NERSC to
deliver an increase in computing time for users despite the reduced schedule.
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OLCF

Number of Users

Achieved operating hours
Planned operating hours
Optimal hours

Percent optimal hours
Unscheduled downtime hours

ALCF

Number of Users

Achieved operating hours
Planned operating hours
Optimal hours

Percent optimal hours
Unscheduled downtime hours

ESnet

Number of users?

Achieved operating hours
Planned operating hours
Optimal hours

Percent optimal hours
Unscheduled downtime hours

FY 2015 Enacted FY 2015 Current FY 2016 Enacted FY 2017 Request FY 2017 vs FY 2016
$104,317 $108,902 $104,317 $107,000 +$2,683
1,064 1,064 1,064 1,064 -
N/A N/A N/A N/A N/A
7,008 7,008 7,008 7,008 -
7,008 7,008 7,008 7,008 -
N/A N/A N/A N/A N/A
N/A N/A N/A N/A N/A
$80,320 $81,796 $77,000 $80,000 +$3,000
1,434 1,434 1,434 1,434 -
N/A N/A N/A N/A N/A
7,008 7,008 7,008 7,008 -
7,008 7,008 7,008 7,008 -
N/A N/A N/A N/A N/A
N/A N/A N/A N/A N/A
$35,000 $35,790 $38,000 $45,000 +$7,000
N/A N/A N/A N/A N/A
N/A N/A N/A N/A N/A
8,760 8,760 8,760 8,760 -
8,760 8,760 8,760 8,760 -
N/A N/A N/A N/A N/A
N/A N/A N/A N/A N/A

42

@ ESnet is a high performance scientific network connecting DOE facilities to researchers around the world; user statistics are not collected.
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FY 2015 Enacted FY 2015 Current FY 2016 Enacted FY 2017 Request FY 2017 vs FY 2016
Total Facilities $295,242 $302,393 $305,317 $324,145 +$18,828
Number of Users? 8,106 8,106 8,106 8,498 +392
Achieved operating hours N/A N/A N/A N/A N/A
Planned operating hours 31,361 31,361 31,361 31,098 -263
Optimal hours 31,361 31,361 31,361 31,098 -263
Percent of optimal hours® N/A N/A N/A N/A N/A
Unscheduled downtime hours N/A N/A N/A N/A N/A
Scientific Employment
| FY 2015 Enacted FY 2015 Current FY 2016 Enacted FY 2017 Estimate FY 2017 vs FY 2016
Number of permanent Ph.D.’s (FTEs) 548 548 584 636 +52
Number of postdoctoral associates (FTEs) 137 137 146 165 +19
Number of graduate students (FTEs) 428 428 460 486 +26
Other scientific employment (FTEs)¢ 234 234 247 257 +10

2 Total users only for NERSC, OLCF, and ALCF.

"[(%OH for facility n)x(funding for facility n operations)]
Total funding for all facility operations

b For total facilities only, this is a “funding weighted” calculation FOR ONLY TYPE A facilities:
¢Includes technicians, engineers, computer professionals and other support staff.
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17-SC-20 Office of Science Exascale Computing Project (SC-ECP)
1. Significant Changes and Summary

Significant Changes

In FY 2016, the President’s Budget Request included funding to initiate research, development, and computer-system
procurements to deliver an exascale (108 operations per second) computing capability by the mid-2020s. This activity,
referred to as the Exascale Computing Initiative (ECI), is in partnership with the National Nuclear Security Administration
(NNSA) and addresses DOE’s science and national security mission requirements. In FY 2016, an Exascale Crosscut
aggregated Office of Science programs (specifically the Advanced Scientific Computing Research (ASCR), Basic Energy
Sciences (BES), and Biological and Environmental Research (BER) programs) and NNSA exascale activities.

In FY 2017, the Office of Science component of the ECl is partitioned into the Office of Science Exascale Computing Project
(SC-ECP) within a new Exascale Computing subprogram in ASCR, and includes only those activities required for the delivery
of exascale computers. The FY 2017 Request for this project is $154,000,000, which represents only those activities, and is a
decrease of $3,894,000 below the FY 2016 Enacted level of $157,894,0002. Other activities related to the ECI but outside of
the scope of the delivery of exascale computers are not within the SC-ECP, though they do remain in the scope of the ECI
and are funded through the Exascale Computing subprogram in ASCR, and through subprograms within BES and BER. This
Project Data Sheet is for the SC-ECP only; prior-year activities related to the SC-ECP are also included.

Summary

On July 29, 2015, President Obama established by Executive Order the National Strategic Computing Initiative (NSCI) to
maximize the benefits of High Performance Computing (HPC) for U.S. economic competitiveness, scientific discovery, and
national security. DOE is one of three lead federal agencies for the NSCI, and it is specifically assigned the responsibility for
executing the ECI. As a lead agency, DOE will work with other agencies identified in the NSCI to implement the objectives of
the NSCI and to address the wide variety of needs across the Federal Government.

In FY 2017, SC-ECP funding will support project management; development of project documentation; conduct of co-design
activities with a representative subset of mission applications; research and development of exascale systems software and
tools needed for exascale programming; and vendor partnerships. The estimated Total Project cost range of the SC-ECP is
$1.7 billion to $2.7 billion.

2. Critical Milestone History

(fiscal quarter or date)

Conceptual Final D&D
CD-0 Design CD-1/3A CD-2 Design CD-3B CD-4
Complete
Complete Complete
FY 2017 3QFY 2016 TBD TBD TBD TBD TBD N/A TBD

CD-0 — Approve Mission Need

CD-1 - Approve Alternative Selection and Cost Range

CD-2 — Approve Performance Baseline

CD-3A — Approve phase one funding of hardware and software research projects and application development.

CD-3B — Approve phase two funding of hardware and software development, and exascale system contract options.
CD-4 — Approve Project Completion

3. Project Cost History

The preliminary cost range for the SC-ECP is estimated to be between $1.7 billion and $2.7 billion. The cost range will be
updated at CD-0 and CD-1, and a project baseline (scope, schedule, and cost) will be established at CD-2.

2In FY 2016, ASCR’s ECI activities were not partitioned into a separate program/project.
Science/Advanced Scientific Computing Research/

17-SC-20, Office of Science Exascale Computing Project

45

FY 2017 Congressional Budget Justification




4. Project Scope and Justification

Scope
Four well-known challenges?® determine the requirements of the SC-ECP. These challenges are:

= Parallelism: Systems must exploit the extreme levels of parallelism that will be incorporated in an exascale computer;

= Resilience: Systems must be resilient to permanent and transient faults;

= Energy Consumption: System power requirements must be no greater than 20-30 MW, and

= Memory and Storage Challenge: Memory and storage architectures must be able to access and store information at
anticipated computational rates.

The realization of an exascale system that addresses parallelism, resilience, energy consumption, and memory/storage will
involve tradeoffs among hardware (processors, memory, energy efficiency, reliability, interconnectivity); software
(programming models, scalability, data management, productivity); and algorithms. To address this, the scope of the SC-ECP
has four focus areas:

1. Hardware Technology: The Hardware Technology focus area supports vendor-based research and development
activities required to deploy at least two exascale systems with diverse architectural features. Within this focus area,
a node design effort targets component technologies needed to build exascale nodes, including the required
software, while a system design effort performs the engineering and R&D activities required to build a full exascale
computer and the required systems software.

2. System Software Technology: The System Software Technology focus area spans low-level operational software to
programming environments for high-level applications software development, including the software infrastructure
to support large data management and data science for the DOE at exascale.

3. Application Development: The Application Development focus area includes: extreme parallelism, reliability and
resiliency, deep hierarchies of hardware processors and memory, scaling to larger systems, and data-intensive
science.

4. Exascale Systems: The Exascale Systems focus area supports advanced system engineering development by the
vendors needed to produce capable exascale systems. System procurement activities will be executed in coordination
with each DOE HPC facility’s existing system acquisition timelines. It also includes acquisition and support of
prototypes and testbeds for the application, software, and hardware testing activities. No civil construction is within
the scope of the SC-ECP.

The SC-ECP will be managed following the principles of DOE Order 413.3B, Program and Project Management for the
Acquisition of Capital Assets, which has been used by the Office of Science for the planning, design, and construction of all
of its major projects, including the Leadership Computing Facilities at Argonne and Oak Ridge National Laboratories and
NERSC at Lawrence Berkeley National Laboratory. Computer acquisitions use a tailored version of Order 413.3B. The first
four years of SC-ECP will be focused on research in software (new algorithms and methods to support application and
system software development) and hardware (node and system design) and these costs will be reported as Other Project
Costs. During the last five years of the project, project activities will focus on delivering application software, the system
software stack, and hardware technologies that will be deployed in the exascale systems and these costs will be included in
the Total Estimated Costs for the project.

a http://www.isgtw.org/feature/opinion-challenges-exascale-computing
Science/Advanced Scientific Computing Research/
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5. Preliminary Financial Schedule

(dollars in thousands)

| Appropriations | Obligations | Costs
Total Estimated Cost (TEC)
(Delivery of Applications
Development, System
Software Technology
Hardware Technology and
Exascale Systems)
FY 2016° 0 0 0
FY 2017 0 0 0
FY 2018° - FY 2025 TBD TBD TBD
Subtotal TBD TBD TBD
Total, TEC TBD TBD TBD
Other project costs (OPC)
(Research for Application
Development, System
Software Technology and
Hardware Technology)
FY 20162 157,894 157,894 87,370
FY 2017 154,000 154,000 156,000
FY 2018 TBD TBD 68,524
FY 2019 — FY 2026 TBD TBD TBD
Subtotal TBD TBD TBD
Total, OPC TBD TBD TBD
Total Project Costs (TPC)
FY 20162 157,894 157,894 87,370
FY 2017 154,000 154,000 156,000
FY 2018° TBD TBD 68,524
FY 2019 — FY 2026 TBD TBD TBD
Subtotal TBD TBD TBD
Total, TPC TBD TBD TBD

2 Funding was provided to ASCR in FY 2016 to support the Department’s ECI efforts. For completeness, that information is
shown here.

b The project is currently pre-CD-0 so yearly planning numbers are not available.
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6. Details of the 2017 Project Cost Estimate

The SC-ECP will be baselined at CD-2. The current cost estimate is based on pre-CD-0 information. The estimated Total
Project Cost for the SC-ECP is represented in the table below.

(dollars in thousands)

Current Total | Previous Total Or'lglnal
. . Validated
Estimate Estimate .
Baseline
Total Estimated Cost (TEC)
Production Ready Software TBD N/A N/A
Hardware Build TBD N/A N/A
Total, TEC TBD N/A N/A
Other Project Costs (OPC)
(Research)
Planning/Project Mgmt 8,000 N/A N/A
Application Development 85,000 N/A N/A
Software Research 87,000 N/A N/A
Hardware Research 131,894 N/A N/A
Total OPC TBD N/A N/A
Total, TPC TBD N/A N/A
7. Schedule of Appropriation Requests
(SK)
ReY‘lL;‘:St FY2016° FY2017 FY2018 FY2019 FY2020 FY2021 Outyears  Total
TEC 0 0 TBD TBD TBD TBD TBD TBD
FY 2017 OPC 157,894 154,000 TBD TBD TBD TBD TBD TBD
TPC 157,894 154,000 TBD TBD TBD TBD TBD TBD

8. Related Operations and Maintenance Funding Requirements

System procurement activities for the capable exascale computers are not part of the SC-ECP. The exascale computers will
become part of existing facilities and operations and maintenance funds and will be included in the ASCR facilities’
operations budget.

Start of Operation 2024
Expected Useful Life (number of years) 5
Expected Future start of D&D for new construction (fiscal quarter) 4Q 2030

9. D&D Funding Requirements

N/A, no construction.

2 Funding was provided to ASCR in FY 2016 to support the Department’s ECI efforts. For completeness, that information is
shown here.
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10. Acquisition Approach

The early years of the SC-ECP, approximately four years in duration, will support R&D directed at achieving system
performance targets for parallelism, resilience, energy consumption, and memory and storage. The second phase of
approximately five years duration will support finalizing applications and system software, the procurement of an exascale
computer system, and start of operations.
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Basic Energy Sciences
Overview

The mission of the Basic Energy Sciences (BES) program is to support fundamental research to understand, predict, and
ultimately control matter and energy at the electronic, atomic, and molecular levels in order to provide the foundations for
new energy technologies and to support DOE missions in energy, environment, and national security.

The research disciplines that BES supports—condensed matter and materials physics, chemistry, geosciences, and aspects of
physical biosciences—are those that discover new materials and design new chemical processes that touch virtually every
important aspect of energy resources, production, conversion, transmission, storage, efficiency, and waste mitigation. BES
research provides a knowledge base to help understand, predict, and ultimately control the natural world and helps build
the foundation for achieving a secure and sustainable energy future. BES also supports world-class, open-access scientific
user facilities consisting of a complementary set of intense x-ray sources, neutron sources, and research centers for
nanoscale science. BES facilities probe materials with ultrahigh spatial, temporal, and energy resolutions to investigate the
critical functions of matter—transport, reactivity, fields, excitations, and motion—and answer some of the most challenging
grand science questions. BES-supported activities are entering a new era in which materials can be built with atom-by-atom
precision and computational models can predict the behavior of materials before they exist.

As history has shown, breakthroughs in clean energy technologies will likely be built on a foundation of basic research
advances. Key to exploiting such discoveries is the ability to create new materials using sophisticated synthesis and
processing techniques, precisely define the atomic arrangements in matter, and control physical and chemical
transformations. The energy systems of the future—whether they tap sunlight, store electricity, or make fuel by splitting
water or reducing carbon dioxide—will revolve around materials and chemical changes that convert energy from one form
to another. Such materials will need to be more functional than today’s energy materials. To control chemical reactions or to
convert a solar photon to an electron requires coordination of multiple steps, each carried out by customized materials with
designed nanoscale structures. Such advanced materials are not found in nature; they must be designed and fabricated to
exacting standards using principles revealed by basic science.

Highlights of the FY 2017 Budget Request

The BES FY 2017 Request includes increases for core research and the Energy Frontier Research Centers (EFRCs) in key areas
related to Departmental priorities, such as topics in support of the 2015 Quadrennial Energy and Technology Reviews, the
Departmental crosscuts, and priorities outlined in the 2015 Basic Energy Sciences Advisory Committee Report, “Challenges
at the Frontiers of Matter and Energy: Transformative Opportunities for Discovery Science.” A new activity is initiated in
Computational Chemical Sciences to leverage U.S. leadership in computational chemistry codes in preparation for exascale
computing; this systematic effort to modify or replace existing computational chemistry codes with codes that are well-
adapted to anticipated exascale architectures is essential to maintain U.S. leadership in this high impact competitive area.
The Request also continues support for the Batteries and Energy Storage Energy Innovation Hub, the Fuels from Sunlight
Energy Innovation Hub, and Computational Materials Sciences at the FY 2016 Enacted level.

Toward enabling advancement of clean energy technologies, the BES FY 2017 Request increases support for applicable
fundamental research directions. Among these investments, studies of materials and chemistry in extreme environments
will analyze key dynamics of phenomena that are central to sustainable clean energy technologies, such as non-equilibrium
material response and degradation and the decay and separation of heavy elements and their isotopes in nuclear waste.
Research on chemistry and materials for energy efficiency will target a wide range of processes for clean energy utilization
and conversion, such as photocatalysis, solar energy conversion, biomimetic catalysis, and thermal conversion materials.

In FY 2017, BES will support optimal operations at all of its scientific user facilities, including support for clean energy
research. The Linac Coherent Light Source-Il project will continue construction activities, and the Advanced Photon Source-
Upgrade Major Item of Equipment (MIE) project is flat funded. FY 2016 is the last year of funding for the NSLS-II
Experimental Tools (NEXT) MIE project; no funds are requested in FY 2017. As part of the Presidential BRAIN Initiative and in
close coordination with the National Institutes of Health, BES will develop next generation tools and technologies at DOE
X-ray Light Sources and Nanoscale Science Research Centers to enable advances in brain imaging and sensing.
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In the FY 2017 Request, most funding for the DOE Working Capital Fund (WCF) is transferred to Science Program Direction to
establish a consolidated source of funding for goods and services provided by the WCF. The Department’s CyberOne project
is still funded through program dollars in the Office of Science (SC) Safeguards and Security program. In FY 2016 and prior
years, SC WCF costs were shared by SC research programs and Science Program Direction.

The BES FY 2017 Budget Request includes increases for research related to three Department-wide crosscutting activities:
Subsurface Science, Technology and Engineering R&D (Subsurface), the Exascale Computing Initiative (ECI), and Advanced
Materials for Energy Innovation as described below.

e Advanced Materials (Adv Mat) — As part of the Advanced Materials for Energy Innovation crosscut, BES will initiate
new research activities to understand materials challenges in the areas of lightweight structural materials,
corrosion-resistant materials in extreme environments, and quantum materials. The expanded research will
emphasize interfaces in lightweight materials and corrosion, development of new characterization tools and
predictive capabilities to design improved chemistries and structures, and discovery of new quantum materials
with unprecedented properties. These priorities were identified in the 2015 Quadrennial Technology Review, with
research directions supported by BES basic research needs reports and the 2015 BES Advisory Committee report
“Challenges at the Frontiers of Matter and Energy: Transformative Opportunities for Discovery Science.”

e Exascale Computing Initiative (ECI) — As part of the ECI, BES will be responsible for the Computational Materials
Sciences activity and will initiate a new Computational Chemical Sciences activity in FY 2017. Collectively,
Computational Materials and Chemical Sciences will support basic research resulting in codes to predictively design
functional materials and chemical processes, including codes that take full advantage of the future generation of
exascale leadership computing capabilities. The report from the foundational workshop for this activity,
Computational Materials Science and Chemistry (2010), and the follow-on community-based workshops that
occurred in 2011-2015 identified a number of applications that would take full advantage of future exascale
computing resources, including: 1) new catalysts to improve the efficiency of industrial processes, make effective
use of bioenergy, drive energy conversion processes, and mitigate environmental impact; 2) better models of
photovoltaic processes and improved efficiency of photovoltaic devices; 3) natural and artificial photosynthesis to
unlock the potential of solar driven energy conversion and storage; 4) next generation electronic and magnetic
materials whose properties are governed by the strong interactions of electrons and have totally new
functionalities; 5) membranes and molecular complexes composed of solid-gas/liquid interfaces, which are critical
for separation technologies for energy and water applications.

e Subsurface Science, Technology and Engineering R&D (Subsurface) — In FY 2015, BES organized and participated in
two strategic planning activities that identified a grand challenge for subsurface science: “Advanced imaging of
geophysical and geochemical signals in the subsurface.” BES will initiate new Energy Frontier Research Centers in
FY 2017 to support multidisciplinary teams to address this grand challenge. The scientific focus will be on fracture
networks, associated fluid flow and reaction, and the gaps in fidelity, resolution, and conceptual understanding of
subsurface imaging in hard-to-access environments. In addition, BES will support single investigator research on
fundamental geochemistry and geophysics with an emphasis on subsurface fluid flow and complex chemistry on
widely varying timescales from microseconds to millennia. This research is anticipated to have high relevance for
oil and gas production, geothermal energy applications, carbon capture and storage, and nuclear waste disposal.

FY 2017 Crosscuts ($K)
Subsurface ECI Adv Mat Total
Basic Energy Sciences 41,300 26,000 17,6002 84,900

2 This $17,600K supports the Department’s Advanced Materials Crosscut. An additional $11,500K in BES for Quantum
Materials is also included in SC’s total investment, as described in the advanced materials crosscut narrative.
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Materials Sciences and Engineering
Scattering and Instrumentation Sciences Research
Condensed Matter and Materials Physics Research
Materials Discovery, Design, and Synthesis Research
Experimental Program to Stimulate Competitive Research (EPSCoR)
Energy Frontier Research Centers (EFRCs)
Energy Innovation Hubs—Batteries and Energy Storage
Computational Materials Sciences
SBIR/STTR
Total, Materials Sciences and Engineering
Chemical Sciences, Geosciences, and Biosciences
Fundamental Interactions Research
Chemical Transformations Research
Photochemistry and Biochemistry Research
Energy Frontier Research Centers (EFRCs)
Energy Innovation Hubs—Fuels from Sunlight
Computational Chemical Sciences
General Plant Projects (GPP)
SBIR/STTR
Total, Chemical Sciences, Geosciences, and Biosciences
Scientific User Facilities
Synchrotron Radiation Light Sources
High-Flux Neutron Sources
Nanoscale Science Research Centers (NSRCs)
Other Project Costs
Major Items of Equipment
Research
SBIR/STTR
Total, Scientific User Facilities
Subtotal, Basic Energy Sciences

2 Reflects the transfer of Small Business Innovation/Technology Transfer Research (SBIR/STTR) funds within the Office of Science.

Basic Energy Sciences

Funding ($K)

FY 2015 Enacted | FY 2015 Current® | FY 2016 Enacted | FY 2017 Request® Fijg;?lgs
64,407 67,788 62,260 70,318 +8,058
122,120 120,539 118,049 133,800 +15,751
72,424 70,882 70,010 76,871 +6,861
9,951 9,951 14,776 8,520 -6,256
50,800 50,800 55,800 55,800 0
24,175 24,175 24,137 24,088 -49
8,000 8,000 12,000 12,000 0
12,008 0 12,758 14,448 +1,690
363,885 352,135 369,790 395,845 +26,055
76,796 73,429 74,599 79,233 +4,634
93,493 91,000 92,341 106,423 +14,082
68,797 73,735 64,189 71,197 +7,008
49,200 49,200 54,200 86,766 +32,566
15,000 15,000 15,000 15,000 0
0 0 0 13,635 +13,635

600 1,000 1,000 1,000 0
10,350 0 10,732 14,102 +3,370
314,236 303,364 312,061 387,356 +75,295
447,186 450,103 481,906 489,059 +7,153
244,113 245,050 264,645 261,177 -3,468
113,649 114,925 118,763 122,272 +3,509
9,300 9,300 0 0 0
42,500 42,500 35,500 20,000 -15,500
31,713 26,847 34,853 37,537 +2,684
27,918 0 31,182 33,484 +2,302
916,379 888,725 966,849 963,529 -3,320
1,594,500 1,544,224 1,648,700 1,746,730 +98,030

b A transfer of $3,867,000 to Science Program Direction is to consolidate all Working Capital Funds in one program.

Science/Basic Energy Sciences

53

FY 2017 Congressional Budget Justification




FY 2015 Enacted | FY 2015 Current® | FY 2016 Enacted | FY 2017 Request® FY 2017 vs

FY 2016
Construction
Linac Coherent Light Source-Il (LCLS-11), SLAC 138,700 138,700 200,300 190,000 -10,300
Total, Construction 138,700 138,700 200,300 190,000 -10,300
Total, Basic Energy Sciences 1,733,200 1,682,924 1,849,000 1,936,730 +87,730

SBIR/STTR Funding:

= FY 2015 Transferred: SBIR $44,182,000 and STTR $6,094,000
= FY 2016 Projected: SBIR $47,540,000 and STTR $7,132,000

= FY 2017 Request: SBIR $54,385,000 and STTR $7,649,000
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Basic Energy Sciences
Explanation of Major Changes ($K)

FY 2017 vs
FY 2016 Enacted

Materials Sciences and Engineering: Additional funds are requested to support research in areas identified as high priorities in the Quadrennial
Technology Review, the Departmental crosscuts, and the 2015 BES Advisory Committee report “Challenges at the Frontiers of Matter and Energy:
Transformative Opportunities for Discovery Science.” A major emphasis is an increase in materials research under extremes of temperature, pressure,
stress, photon and radiation flux, electromagnetic fields, and electrochemical environments often encountered in clean energy technologies.
Additional research will support novel materials for enhanced efficiency in energy conversion and utilization. Topical areas cover light-weight
composites, thermoelectric and thermocaloric materials for efficient heat conversion, and quantum materials for next generation electronics. There
will be an increase in synthesis science underpinning these enhanced activities. Specifically, the research will target the development of the
understanding required for predictive design of interfaces in lightweight polymer composite materials that are relevant to efficient energy systems
and transportation; to determine the mechanisms of corrosion in radiative and other extreme chemical/temperature environments relevant to
improved energy generation systems; to investigate quantum materials as a foundation for next generation electronics and computing; to study
thermal transport in materials to make efficient use of heat; to advance new characterization tools to understand how materials respond and evolve
during actual use; and to develop models of materials synthesis that enable understanding of how to control and configure atoms to achieve a desired
structure and function. +26,055

Chemical Sciences, Geosciences, and Biosciences: A new initiative in Computational Chemical Sciences will leverage U.S. leadership in computational
chemistry codes in preparation for the path to exascale computing. A systematic effort to modify or replace existing computational chemistry codes
with codes that are well-adapted to anticipated exascale architectures is critically needed to enable high-fidelity simulations to inform models that
improve and accelerate the research, design, demonstration, and deployment phases of the energy innovation cycle. Additional funds are requested
to support single investigator and team research related to the Subsurface crosscut. Through the Energy Frontier Research Center (EFRC) program,
BES will support multidisciplinary teams to address the grand challenge of “advanced imaging of geophysical and geochemical signals in the
subsurface,” with a focus on fracture networks, associated fluid flow and reaction, and the gaps in fidelity, resolution, and conceptual understanding
of subsurface imaging in hard-to-access environments. In addition, BES will support single investigator research on fundamental geochemistry and
geophysics with an emphasis on subsurface fluid flow and complex chemistry on widely varying timescales from microseconds to millennia. Among
efforts to enable advances in clean energy technologies, chemistry research will target the areas of energy efficiency and chemistry in extreme
environments. Investments in energy efficiency will target the discovery of catalysts with higher activity and selectivity, leading to lower energy
consumption for chemical conversions and less demand for the purification of products. BES will support small groups of multidisciplinary
investigators to draw on biomimetic and computational expertise, including synergistic approaches such as electro- and photo (electro) catalysis.
Chemistry under extreme conditions will focus on the radiative environments generated by energetic photons, electrons and intense x-rays, for
example, to understand nuclear waste mixtures. Targeted research will elucidate the nature, dynamics, and kinetics of complex chemical processes
ranging from fundamental research on elements with f-electrons to highly selective removal of specific radioactive species. +75,295
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FY 2017 vs
FY 2016 Enacted

Scientific User Facilities: BES will support optimal operations at all of the scientific user facilities—five light sources, five Nanoscale Science Research
Centers, and two neutron sources—to enable research including clean energy research. FY 2016 is the last year of funding for the NEXT MIE project. In
FY 2017, no funds are requested for NEXT or for Other Project Costs for the Linac Coherent Light Source-Il (LCLS-Il) construction project per the
project plan. The Advanced Photon Source-Upgrade MIE project is flat funded. As part of the Presidential BRAIN Initiative and in close coordination
with the National Institutes of Health, BES will develop next generation tools and technologies at DOE X-ray Light Sources and Nanoscale Science

Research Centers to enable advances in brain imaging and sensing. -3,320
Construction: Funding for the LCLS-II construction project will decrease slightly in FY 2017 per the project plan. -10,300
Total, Basic Energy Sciences +87,730
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Basic and Applied R&D Coordination

As a program that supports fundamental scientific research relevant to many Department of Energy mission areas, BES
strives to build and maintain close connections with other DOE program offices. The Department facilitates coordination
between DOE R&D programs through a variety of Departmental activities, including joint participation in research
workshops, strategic planning activities, solicitation development, and program review meetings. For example, the DOE
Energy Innovation Hubs Working Group meets regularly to coordinate programmatic oversight and promote commonality
across the Hubs. BES also coordinates with DOE technology offices on the Small Business Innovation Research (SBIR) and
Small Business Technology Transfer (STTR) program, including topical area planning, solicitations, reviews, and award
selections.

BES program managers regularly participate in intra-departmental meetings for information exchange and coordination on
solicitations, program reviews, and project selections in the research areas of biofuels derived from biomass; solar energy
utilization; building technologies, including solid-state lighting; advanced nuclear energy systems and advanced fuel cycle
technologies; vehicle technologies; improving efficiencies in industrial processes; and superconductivity for grid
applications. These activities facilitate cooperation and coordination between BES and the DOE technology offices and
defense programs. DOE program managers have also established formal technical coordination working groups that meet
on a regular basis to discuss R&D programs with wide applications for basic and applied programs including the Office of
Environmental Management. Additionally, DOE technology office personnel participate in reviews of BES research, and BES
personnel participate in reviews of research funded by the technology offices and the Advanced Research Projects Agency-
Energy (ARPA-E).

Co-funding and co-siting of research by BES and DOE technology programs at the same institutions has proven to be a
valuable approach to facilitate close integration of basic and applied research. In these cases, teams of researchers benefit
by sharing expertise and knowledge of research breakthroughs and program needs. The Department’s national laboratory
system plays a crucial role in achieving integration of basic and applied research.

Program Accomplishments
National Synchrotron Light Source-Il. The NSLS-1l construction project has been completed on time and within budget.

e Construction of the most advanced storage-ring-based light source facility in the world, the National Synchrotron
Light Source-IlI (NSLS-II) at Brookhaven National Laboratory, was completed in March 2015, about 3 months ahead
of schedule. The planning, design, and construction of this 627,000-square-foot facility spanned 10 years at a total
project cost of $912 million. The project benefited from $150 million of American Recovery and Reinvestment Act
funding, which allowed the project to accelerate civil construction and to reduce overall project risks. This premier
BES scientific user facility produces extremely bright beams of x-rays, providing unprecedented capabilities to
accelerate advances in chemistry, biology, energy, geology, physics, and materials science. NSLS-1I has been officially
designated as a user facility and started serving general users in July 2015.

Chemistry by Design. Coupling predictive theory and computation with advanced synthesis has led to the discovery of
molecular assemblies with novel functions.

e Complementary computational and experimental analyses revealed the interplay of electronic and geometric
effects that are responsible for the formation of a new class of nanoscale cage clusters of uranium peroxide. These
clusters could be produced under chemically simple conditions and be tailored to selectively bind to toxic or
undesirable chemical species, enabling their use in chemical purification and separation for nuclear fuel
reprocessing or environmental decontamination.

e In afeat of computational chemistry, researchers bypassed potentially decades of experiments with the results
from one day’s worth of computing time on the Argonne Leadership Computing Facility supercomputer, Mira.
Rather than synthesize hundreds of thousands of catalytic porous zeolites and test each one for their ability to
purify ethanol and enhance fuel production, the researchers utilized a hierarchical predictive chemical simulation
to predict the most effective zeolitic structure. Synthesis and experimental testing of the predicted zeolitic
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framework proved that the simulation produced the “right answer”: a new catalyst that is highly effective, with
potential to streamline industrial-scale ethanol purification from a multi-step to single-step process.

e Experiments and computation were used to demonstrate that a new compound based on a metal-organic
framework (MOF) was effective in degrading soman—one of the most toxic chemical agents—in minutes. The new
MOF structure contains nodes of zirconium atoms that selectively break the bond in the nerve agent, rendering it
innocuous. While the structural design was inspired by a natural enzyme in bacteria, the new MOF compound is
thermally and chemically robust and functions in wide temperature ranges and humid environments.

Cooperative interactions drive new molecular behavior. Complex interactions and correlations of the atomic and molecular
constituents in matter have resulted in new chemical properties, expanding the frontiers of energy applications.

e Conversion of nitrogen to ammonia, as in the synthetic Haber-Bosch process, also occurs in natural systems,
following a far less energy-intensive pathway. Computational analysis of this pathway in the nitrogenase enzyme of
algae and plants revealed that a small iron-based protein “rocks” across the surface of the larger nitrogenase unit
during the conversion. The rocking motion pushes the two molecular units into close contact, facilitating the key
transfer of electrons. This insight may lead to innovative design principles for a more energy-efficient synthetic
process.

e  X-ray crystallography showed how the orange carotenoid protein in cyanobacteria may protect plants from
photodamage when exposed to sunlight. Researchers observed that under illumination, a carotenoid pigment
molecule within the protein moved 12 Angstroms (approximately 4 atom widths)—an extremely large movement
whose scale is unprecedented in observations of this kind. Researchers hypothesized that the movement couples
the pigment to the light absorbers in plants, allowing excess light energy to be converted to heat and preventing
photodamage. Understanding such interactions that are central to light harvesting and photoprotection can help
guide design of stable and efficient artificial photosynthetic systems.

e Experiments and computation have uncovered a novel cooperative mechanism for CO2 adsorption in porous MOF
materials. Insertion of one CO2 molecule into the MOF facilitates the insertion of another CO: at a neighboring
site, resulting in a “domino effect” of carbon adsorption along the cylindrical pores of the MOF. This efficient and
tunable class of adsorbents may allow for drastic reductions in the capital cost of carbon capture from power plant
flue gas or from the atmosphere.

Predictive Materials Science. The Materials Genome Initiative supports the integration of theory and experimental research
to accelerate materials discovery. New computer codes and extensive databases for predictive materials science research
are now available to the public.

e By harnessing high performance computing and state-of-the-art theoretical tools, computed properties of new and
predicted materials have been gathered into a publicly available database for over 60,000 compounds, 70,000
electrochemical phase diagrams, 28,000 electronic band structures, and 1,300 full elastic tensors (for mechanical
behavior). These data are being used by over 16,000 scientists and engineers, including over 2,000 from industry, to
identify new electrolytes and electrode materials for batteries, thermoelectric materials, and photocatalysts for
chemical conversions.

e  Through a combination of theory and advanced characterization techniques, the roles of specific element additions
to magnesium alloys have been predicted, and then demonstrated via experiments, to promote development of
precipitates that optimally control the mechanical properties of the lightweight materials. The results led to new
mechanistic understanding on how to make lightweight materials stronger.

e Improved algorithms have been developed for the quantum Monte Carlo method, a computational technique that
can predict the quantum state and geometric structure of complex materials for which standard methods fail. The
new codes are publicly available and have predicted experimentally-validated binding energies and diffusivities for
lithium ion batteries, surface energies for catalysts, volumes and bulk moduli for metals and ionic materials, and
melting temperatures of hydrogen under pressure.

Going beyond post-mortem analysis — materials characterization in real time and under real operating conditions. “In situ”

or “in operando” characterization investigates materials evolution, leading to more efficient synthesis and discovery of new
and improved materials.
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During charging and discharging of a commercial lithium ion battery, a novel, lensless x-ray diffraction technique
imaged the structure of a nanoparticle in an electrode and the migration of defects. During extreme charging,
phase changes were localized to the material near the defects, providing new understanding that could lead to
defect engineering for optimized battery performance.

Catalysts drive efficient industrial processes for energy production and pollution control. During high-energy x-ray
experiments, specific surface characteristics of palladium and nickel nanoparticles were observed to accelerate the
conversion of carbon monoxide to CO2. Analysis of the experiments, combined with theoretical calculations,
showed that the number of atomic neighbors at surface sites and the distances between atoms can tune catalytic
activity.

For the first time, nanoparticles rotating freely in a liquid solution have been “seen” in three dimensions (3D) with
near-atomic resolution. Images from world-leading electron microscopes, equipped with a graphene-based liquid
cell and direct electron detectors, were reconstructed into high-resolution 3D movies of the interactions and
growth of platinum nanoparticles. Results confirmed that individual, and surprisingly asymmetric, particles from
the same synthesis solution followed different growth pathways, providing a new approach to understand and
control growth of nanoparticle structures.

BES user facilities enable U.S. industries to advance frontiers in information and semiconductor technologies.

An original laser zone annealing apparatus has been constructed at the Center for Functional Nanomaterials that
can quickly form self-assembled polymer nanostructures over an 8-inch-diameter semiconductor wafer. The new
process reduces the ordering time of the block-copolymer self-assembly by more than 1,000-fold, from hours to
less than a second, making this tool extremely attractive for industrial-scale, rapid manufacture of ordered
nanoscale arrays for terabyte magnetic memories, nanoelectronics, and nanophotonics.

The IBM Research Alliance worked with researchers at Argonne National Laboratory to develop a new method for
quantitatively mapping the detailed structures of microprocessors at nanoscale spatial resolution. The ability to
noninvasively detect and control subtle perturbations of the atomic crystal lattice planes in operating devices is
critical to improving the performance and reliability of computer processors. This technique can also be applied to
other nanoscale systems such as photovoltaics, power electronics, and batteries.

Researchers at the Center for Nanoscale Materials transferred their innovative low-temperature diamond
deposition technology to the U.S. semiconductor industry. The method deposits nanocrystalline diamond on a
variety of wafer substrate materials at temperatures as low as 400°C, enabling for the first time the integration of
high-power diamond electronics with conventional silicon integrated circuits.

Neutron scattering enables basic discoveries in magnetism, solving a decades-old conundrum, and facilitates advances
critical to performance of fuel injectors and catalytic converters.

Researchers have discovered time-fluctuating magnetism in the radioactive element plutonium (Pu) using inelastic
neutron scattering techniques at the Spallation Neutron Source. The surprising result that the magnetism is not of
a conventional static character, but instead rapidly fluctuates in time, resolves a 50-year-old controversy between
theory and experiment over the existence of magnetism in Pu.

Using time-resolved neutron imaging, scientists have observed local fuel flow dynamics of a gasoline injector
nozzle. Measurements reveal cavitation and local pressure-drop effects during one-millisecond-long injection
events. These first direct observations are critical in developing advanced computational models and in
understanding fluid flow processes to improve vehicle fuel efficiency and lower emissions.

Neutron imaging has been used to measure the distribution of water inside an entire catalytic converter for
vehicles. The presence of water can seriously degrade the performance of these converters, and neutron imaging
provides a unique insight into how such engineered water-management systems perform in practical operations.
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Basic Energy Sciences
Materials Sciences and Engineering

Description

The 2015 Quadrennial Energy and Technology Reviews confirm the continued critical role of materials to nearly every aspect
of energy generation and end-use, especially as these challenges relate to clean energy and energy efficiency. Materials
limitations are often the barrier to improved energy efficiencies, longer lifetimes of infrastructure and devices, or the
introduction of new or cleaner energy technologies. The latest BES Advisory Committee report, “Challenges at the Frontiers
of Matter and Energy: Transformative Opportunities for Discovery Science,” provided further documentation of the
importance of materials sciences in forefront research for next generation scientific and technology advances. The Materials
Sciences and Engineering subprogram supports research to provide the fundamental understanding of materials synthesis,
behavior, and performance that will enable solutions to wide-ranging energy generation and end-use challenges as well as
opening new directions that are not foreseen based on existing knowledge. The research explores the origin of macroscopic
material behaviors; their fundamental connections to atomic, molecular, and electronic structures; and their evolution as
materials move from nanoscale building blocks to mesoscale systems. At the core of the subprogram is experimental,
theory/computational, and instrumentation research that will enable the predictive design and discovery of new materials
with novel structures, functions, and properties. Such understanding and control are critical to science-guided design of
highly efficient energy conversion processes, multi-functional nanoporous and mesoporous structures for optimum ionic
and electronic transport in batteries and fuel cells, materials with longer lifetimes in extreme environments through better
materials design and self-healing processes, and new materials with novel, emergent properties that will open new avenues
for technological innovation.

To accomplish these goals, the portfolio includes three integrated research activities:

= Scattering and Instrumentation Sciences—Advancing science using new tools and techniques to characterize materials
structure and dynamics across multiple length and time scales, and to correlate this data with materials performance
under real world conditions.

=  Condensed Matter and Materials Physics—Understanding the foundations of material functionality and behavior
including electronic, thermal, optical, and mechanical properties.

= Materials Discovery, Design, and Synthesis—Developing the knowledge base and synthesis strategies to design and
precisely assemble structures to control properties and enable discovery of new materials with unprecedented
functionalities.

The portfolio emphasizes understanding of how to direct and control energy flow in materials systems over multiple time
and length scales, from the nanoscale to mesoscale, and translation of this understanding to prediction of material behavior,
transformations, and processes in challenging real-world systems. An example of this research is examination of the
transformations that take place in materials with many atomic constituents, complex structures, and a broad range of
defects when these materials are exposed to extreme environments — such as those found in fossil energy, nuclear energy,
and most industrial settings. To maintain leadership in materials discovery, the research explores new frontiers of
unpredicted, emergent materials behavior; utilization of nanoscale control; and materials systems that are metastable or far
from equilibrium. Finally, the research includes investigation of the interfaces between physical and biological sciences to
explore new approaches to novel materials design. This subprogram is also the home of the DOE Experimental Program to
Stimulate Competitive Research (EPSCoR) that supports research spanning the broad range of DOE’s science and technology
programs in states that have historically received relatively less Federal research funding in the university sector.

Among its efforts toward enabling advancement of clean energy technologies, the subprogram stresses fundamental
research related to materials behavior under extreme environments and on materials phenomena that will promote more
efficient use and conversion of energy. New materials and their responses under extremes in temperature, pressure, stress,
photon and radiation flux, electromagnetic fields, and electrochemical environments are important to future improvements
in energy efficiency and for clean generation and use. Advanced characterization tools and instruments across a wide range
of space and time scales, especially in combination and under dynamic “in operando” conditions that can analyze non-
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equilibrium materials and excited-state phenomena, are essential to this work. For thermal energy efficiency, new
thermocaloric materials can improve efficiency in cooling and in microelectronic devices, and new thermoelectric materials
can convert wasted heat into electricity. New fundamental understanding of heat transport and energy conversion in
materials and of the behavior of thermoelectric properties is necessary for these advances. Additional research will target
lightweight materials such as polymers and polymer composites, and new families of porous materials of importance for
carbon capture technologies.

In addition to single-investigator and small-group research, the subprogram supports Energy Frontier Research Centers
(EFRCs), the Batteries and Energy Storage Energy Innovation Hub, and Computational Materials Sciences activities. These
research modalities support multi-investigator, multidisciplinary research and focus on forefront energy technology
challenges. The EFRCs support teams of investigators to perform basic research to accelerate transformative solutions for a
wide range of energy technologies. The Batteries and Energy Storage Hub supports a large, tightly integrated team and
research that spans basic and applied regimes with the goal of providing the scientific understanding that will enable the
next generation of electrochemical energy storage for vehicles and the electrical grid. The Computational Materials Sciences
activity, initiated in FY 2015, supports integrated, multidisciplinary teams of theorists and experimentalists who focus on
development of validated community codes and the associated databases for predictive design of materials.

Scattering and Instrumentation Sciences Research

Advanced characterization tools with very high precision in space and time are essential to understand, predict, and
ultimately control matter and energy at the electronic, atomic, and molecular levels. These capabilities provide the
foundation for research central to DOE missions in energy, environment, and national security. Research in Scattering and
Instrumentation Science supports innovative science, techniques, and instrumentation for scattering, spectroscopy, and
imaging using electrons, neutrons, and x-rays. These tools provide precise information on the atomic structure and
dynamics in materials. The use of DOE’s world-leading electron, neutron, and synchrotron x-ray scattering facilities in major
advances in materials science, and by large materials science user communities, is continuing evidence of the importance of
this research field. The BES Advisory Committee report, “Challenges at the Frontiers of Matter and Energy: Transformative
Opportunities for Discovery Science,” identified imaging as one of the pillars for transformational advances for the future.

The unique interactions of electrons, neutrons and x-rays with matter enable a range of complementary tools with different
sensitivities and resolution for the characterization of materials at length- and time-scales spanning several orders of
magnitude. A distinct aspect of this activity is the development of innovative instrumentation concepts and techniques for
neutron scattering and imaging needed to correlate the microscopic and macroscopic properties of energy materials.
Characterization of multiscale phenomena to extract heretofore unattainable information on multiple length and time scales
is a growing aspect of this research, as is the use of combined scattering techniques.

Understanding how extreme environments (temperature, pressure, stress, photon and radiation flux, electromagnetic fields,
and electrochemicals) impact materials at the atomic and molecular level and cause changes that eventually result in
materials failure is required to design transformational new materials for energy-related applications. Advances in
characterization tools, including ultrafast techniques, are needed to measure non-equilibrium and excited-state phenomena
at the core of the complex, interrelated physical and chemical processes that underlie materials performance in these
conditions. Information from these characterization tools is the foundation for the creation of new materials that have
extraordinary tolerance and can function within an extreme environment without property degradation.

Condensed Matter and Materials Physics Research

Understanding the foundations of how to control and change the properties of materials is critical to improving their
functionality on every level and is essential to fulfilling DOE’s energy mission. The Condensed Matter and Materials Physics
activity supports experimental and theoretical research to advance our understanding of phenomena in condensed
matter—solids with structures that vary in size from the nanoscale to the mesoscale, the materials that make up the
infrastructure for energy technologies, including electronic, magnetic, optical, thermal, and structural materials.

A central focus of this research program is to characterize and understand materials whose properties are derived from the
strong interactions of electrons in their structure, such as unconventional superconductors and magnetic materials. An
emerging topic is “quantum materials” —materials whose properties result from strong and coherent interactions of the
constituent electrons with each other, the atomic lattice, or light. Emphasis is placed on investigating low-dimensional
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systems, including nanostructures and two-dimensional layered structures such as graphene, multilayered structures of
two-dimensional materials, and studies of the electronic properties of materials at ultra-low temperatures and in high
magnetic fields. The research is relevant to energy technologies and advances the fundamental understanding of the
elementary energy conversion steps related to photovoltaics, and the electron spin-phenomena and basic semiconductor
physics relevant to next generation electronics and information technologies. Fundamental studies of the quantum
mechanical behavior of electrons in materials will lead to an improved understanding of electrical and thermal conduction
in a wide range of material systems. There is a critical need to advance the theories that are being used to describe material
properties across a broad range of length and time scales, from the atomic scale to properties at the macroscale where the
influence of size, shape, and composition is not adequately understood. Theoretical research also includes development of
computational and data-oriented techniques for materials discovery.

This activity also emphasizes research to understand how materials respond to their environments, including the influence
of temperature, electromagnetic fields, radiation, and corrosive chemicals. This research includes the defects in materials
and their effects on materials’ electronic properties, strength, structure, deformation, and failure over a wide range of
length and time scales that will enable the design of materials with superior properties and resistance to change under the
influence of radiation.

The Quadrennial Technology Review identified materials research in this area as critical for additional investments and
coordination with the DOE technology programs, especially related to more efficient and cleaner energy generation and use.
Three key areas with high potential for accelerated development were identified and are proposed for additional research
support: lightweight structural materials, corrosion-resistance for materials use in extreme environments, and quantum
materials. A basic research challenge for lightweight materials such as polymer composites is improved understanding of
how to design the interfaces between the matrix and the reinforcements, including new tools to characterize these
interfaces and predictive capabilities to design improved chemistries and structures. The need for corrosion resistant
materials is clear—energy technologies continue to place increasing demands on materials performance with respect to
extremes in stress, strain, temperature, chemical reactivity and radiation flux as lifetimes are extended and operating
conditions are optimized for maximal efficiency and minimal environmental impact. These operating conditions demand
materials that can be used reliably in these extreme environments, requiring a comprehensive understanding of the impact
of the degradation that results from exposures to these conditions. Additional research is proposed to assess the evolution
of material structure and properties in multiple extreme environments, including multiscale modeling (nano to meso to
macro) with emphasis on the interfaces in the materials, often a region with enhanced susceptibility to corrosion and
degradation. Many energy-relevant technological advances, ranging from magnetism to superconductivity, are enabled by
guantum materials. Due to recent advances in the ability to manipulate and exploit coherence in light and matter, additional
research is proposed to take advantage of these phenomena to discover new materials with unprecedented

properties. Research would include predictive modeling, evaluation of phenomena that occur at ultrafast timescales
(beyond-equilibrium phenomena), and controlled synthesis and design of materials to enable high quality, tailored
interfaces, controlled heterogeneity, and coherent manipulation of charge, spin and lattice dynamics that result in entirely
new material properties.

In addition, new research will focus on developing a fundamental understanding of materials phenomena related to heat
management and use of excess heat for improved thermal efficiency. Important to this research area is improved theoretical
understanding of heat transport and energy conversion in materials. Fundamental theory to advance novel materials for
high temperature environments, such as high-entropy alloys, will also be emphasized.

Materials Discovery, Design, and Synthesis Research

The discovery and development of new materials has long been recognized as the engine that drives science frontiers and
technology innovations. Predictive design and discovery of new forms of matter with desired properties continues to be a
significant challenge for materials sciences. A strong, vibrant research enterprise in the discovery of new materials is critical
to world leadership—scientifically, technologically and economically. One of the goals of this activity is to grow and maintain
U.S. leadership in materials discovery by investing in advanced synthesis capabilities and by coupling these with state-of-
the-art user facilities and advanced computational capabilities at DOE national laboratories.

The BES Advisory Committee report on transformative opportunities for discovery science reinforced the importance of the
continued growth of synthesis science, recognizing the transformational opportunity to realize targeted functionality in
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materials by controlling the synthesis and assembly of hierarchical architectures and beyond equilibrium matter. Research
supported in this portfolio underpins many energy-related technologies such as batteries and fuel cells, catalysis and
electrocatalysis, solar energy conversion and storage, friction and lubrication, and filtration membranes and porous
architectures for advanced separations, efficient ion transport, and highly selective gas separation and storage. For example,
for lighter weight materials, research on polymers and polymer composites generates new insights into the design of
idealized matrix-additive interfaces, new chemistries, and exploiting the structural hierarchies to engineer a material’s
strength and other mechanical properties.

In addition to research on chemical and physical synthesis processes, an important element of this portfolio is research to
understand how to use bio-mimetic and bio-inspired approaches to design and synthesize novel materials with some of the
unique properties found in nature, e.g., self-repair and adaptability to the changing environment. Major research directions
include the controlled synthesis and assembly of nanoscale materials into functional materials with desired properties;
porous materials with customized porosities and reactivities; mimicking the energy-efficient, low temperature synthesis
approaches of biology to produce materials under mild conditions; bio-inspired materials that assemble autonomously and,
in response to external stimuli, dynamically assemble and disassemble to form non-equilibrium structures; and adaptive and
resilient materials that also possess self-repairing capabilities. The portfolio also supports fundamental research in solid
state chemistry to enable discovery of new functional materials and the development of new crystal growth methods and
thin film deposition techniques to create complex materials with targeted structure and properties. An important element
of this activity is the development of real-time monitoring tools, in situ diagnostic techniques, and instrumentation that can
provide information on the progression of structure and properties as a material is formed, in order to understand the
underlying physical mechanisms and to gain atomic level control of material synthesis and processing.

Related to improved energy efficiency and expansion of the knowledge base for cleaner energy generation and use,
thermocaloric and thermoelectric materials is a prominent area that will see significant growth. Another topic of increasing
importance is carbon capture technologies, especially the development of new families of porous materials. This research
will require a concerted effort in manipulating the pore sizes, gas-solid binding interactions and properties ranging from the
mechanical stability to kinetic selectivity.

Experimental Program to Stimulate Competitive Research (EPSCoR)

DOE’s Experimental Program to Stimulate Competitive Research (EPSCoR) is a Federal-State partnership program designed
to enhance the capabilities and research infrastructure of designated states and territories to conduct sustainable and
nationally competitive research. This activity supports basic research spanning the broad range of science and technology
related to DOE mission areas in states and territories that have historically received relatively less Federal research funding
than other states. EPSCoR supports research in these states that will develop their scientific capabilities and advance their
ability to successfully compete for research funding through open research solicitations. The EPSCoR program supports
materials sciences, chemical sciences, physics, energy-relevant biological sciences, geological and environmental sciences,
high energy physics, nuclear physics, fusion energy sciences, advanced computing, and the basic sciences underpinning
fossil energy, electricity delivery and reliability, nuclear energy, and energy efficiency and renewable energy.

EPSCoR promotes strong research collaboration between scientists/engineers in the designated states/territories and the
world-class national laboratories, leveraging national user facilities and taking advantage of opportunities for intellectual
collaboration across the DOE system. DOE EPSCoR supports Implementation Grants (large grants that promote development
of infrastructure and research teams) and State-Laboratory partnership grants (individual university-based principal
investigators teaming with national laboratories). EPSCoR also supports early career researchers in the designated states
and territories. EPSCoR is science-driven and supports the most meritorious proposals based on peer review and
programmatic priorities.

Energy Frontier Research Centers (EFRCs)

The EFRC program, initiated in FY 2009, is a unique research modality, bringing together the skills and talents of teams of
investigators to perform energy-relevant, basic research with a scope and complexity beyond that possible in standard
single-investigator or small-group awards. These multi-investigator, multi-disciplinary centers foster, encourage, and
accelerate basic research to provide the basis for transformative energy technologies. The EFRCs supported in this
subprogram are focused on: the design, discovery, synthesis, and characterization of novel, solid-state materials that
improve the conversion of solar energy and heat into electricity and that enhance the conversion of electricity to light; the
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development of the understanding of materials and processes required to enable improved electrical energy storage,
efficient separation of gases for carbon capture, and control of defect evolution in radiation environments; and the
exploration of phenomena such as superconductivity and spintronics that can optimize energy flow and boost the efficiency
of energy transmission. After five years of research activity, the original cohort of 46 EFRCs produced an impressive breadth
of accomplishments, including over 5,950 peer-reviewed journal papers, over 275 patent applications and an additional 100
patent/invention disclosures. The current 32 centers (22 of which were renewed from the initial group, and 10 of which are
new centers initiated in FY 2014) continue to expand upon these accomplishments. These EFRCs are 4-year awards with
funding for the final two years contingent upon successful outcome of a mid-term review.

BES’s active management of the EFRCs continues to be an important feature of the program. A variety of methods are used
to regularly assess the progress of the EFRCs, including annual progress reports, monthly phone calls with the EFRC
Directors, periodic Directors’ meetings, and on-site visits by program managers. BES also conducts in-person reviews by
outside experts. Each EFRC undergoes a review of its management structure and approach in the first year of the award and
a midterm assessment of scientific program and progress compared to its scientific goals. To facilitate communication of
results to other EFRCs and interactions with DOE technology programs, meetings of the EFRC principal investigators are held
on an approximately biennial frequency.

Energy Innovation Hubs—Batteries and Energy Storage

Advanced energy storage solutions have become increasingly critical to the Nation with the expanded deployment of
renewable energy sources coupled with growth in the numbers of hybrid and electric vehicles. For the electric grid, new
approaches to electrochemical energy storage can provide enhanced grid stability and enable intermittent renewable
energy sources to meet continuous electricity demand. For vehicles, new batteries with improved lifetimes, safety, and
storage capacity are needed to expand the range of electric vehicles from a single charge while simultaneously decreasing
the volume, manufacturing cost and weight. Today’s electrical energy storage approaches suffer from limited energy and
power capacities, lower-than-desired rates of charge and discharge, life-cycle limitations, low abuse tolerance, high cost,
and decreased performance at high or low temperatures.

The Batteries and Energy Storage Hub, established in December 2012, focuses on understanding the fundamental
performance limitations for electrochemical energy storage to launch the next generation, beyond lithium-ion energy
storage technologies relevant to both the electric grid and transportation. The Hub, the Joint Center for Energy Storage
Research (JCESR), is led by Argonne National Laboratory joined by four other national laboratories, five universities, and four
industrial partners. JCESR’s core task is basic research—using a new generation of nanoscience tools that enable
observation, characterization, and control of matter down to the atomic and molecular scales to understand materials and
chemical processes that are at the core of battery performance. The participation of industrial partners will facilitate efforts
to ensure that the outcome of basic research leads toward practical solutions that are competitive in the marketplace.

JCESR focuses on systems beyond lithium-ion and discovery of new energy storage chemistries through the development of
an atomic-level understanding of reaction pathways and development of universal design rules for electrolyte function. The
overarching goals driving the scientific and engineering research towards next-generation energy storage technologies are
summarized by JCESR as 5/5/5—five times the energy density of current systems at one-fifth the cost within five years, the
award period for the Hub. As part of their internal evaluation of progress and potential for each research direction to meet
the Hub goals, in consultation with BES, JCESR continues to evolve their research thrusts to maximize the impact of
resources used in pursuit of these goals. JCESR will also deliver two additional legacies to the broader energy storage
community: creation of a library of fundamental scientific knowledge of the phenomena and materials of energy storage at
the atomic and molecular level and demonstration of a new paradigm for battery R&D—integrating discovery science,
battery design and computation, and research prototyping in a single highly interactive organization. Success in achieving
these legacies will be measured by the rate, quality, and impact of JCESR’s scientific publications, patents, and interactions
across its discovery science, battery design and computation, and research prototyping functions. Progress against
milestones is evaluated by quarterly/annual reports and annual performance reviews by external panels of science and
management experts to verify and validate performance. JCESR underwent a management and early operations review in
October 2013, and science-focused reviews in July 2014 and in July 2015. The review panels provided positive input and
recommendations for furthering the JCESR research goals. The July 2015 review reported significant progress towards the
project goals. BES continues to monitor progress closely. FY 2017 is the last year of the first award period for JCESR. The fifth
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year of research ends in December 2017. Evaluations of research progress in FY 2016 and FY 2017 will be used to determine
if renewal of JCESR will be considered, including assessment of the funding level and technical focus for a renewal award.

Computational Materials Sciences

Recent major strides in materials synthesis, processing, and characterization, combined with concurrent advances in
computational science—enabled by improvements in high performance computing capabilities—have opened an
unprecedented opportunity to design new materials with specific function and properties. The opportunity is to leap
beyond simple extensions of current theory and models of materials towards a paradigm shift in which specialized
computational codes and software enable the design, discovery, and development of new materials, and in turn, create new
advanced, innovative technologies. Given the importance of materials to virtually all technologies, computational materials
sciences is a critical area in which the United States needs to be competitive.

This paradigm shift will accelerate the design of revolutionary materials to meet the Nation’s energy goals and enhance
economic competitiveness. Development of fundamentally new design principles could enable stand-alone research codes
and software packages to address multiple length and time scales for prediction of the total functionality of materials over a
lifetime of use. Scientific workshops and National Research Council studies have identified enticing scientific challenges that
would advance these goals.? Examples include dynamics and strongly correlated matter, conversion of solar energy to
electricity, design of new catalysts for a wide range of industrial uses, and transport in materials for improved electronics.
Success will require extensive research and development with the goal of creating experimentally validated, robust
community codes that will enable functional materials innovation.

Research awards to perform computational materials research were launched in FY 2015 (3 teams) and additional awards
(up to 2 additional teams) will be supported in FY 2016. The 4-year awards focus on creation of computational codes and
associated experimental/computational databases for the design of functional materials. This research is performed by fully
integrated teams, combining the skills of experts in materials theory, modeling, computation, synthesis, characterization,
and processing/fabrication. The research includes development of new ab initio theory, mining the data from both
experimental and theoretical databases, performing advanced in situ/in operando characterization to generate the specific
parameters needed to validate computational models, and well-controlled synthesis to confirm the predictions of the codes.
Research uses the unique world leading tools and instruments at DOE’s user facilities, from ultrafast free electron lasers to
aberration-corrected electron microscopes and instrumentation for atomically controlled synthesis. The computational
codes will advance the predictive capability for functional materials, use DOE’s leadership class computational capabilities,
and be positioned to take advantage of future exascale leadership class computers. The ideal end products for this research
are publicly accessible databases of experimental/computational data and open source, robust, validated, user friendly
software that captures the essential physics and chemistry of relevant materials systems. The ultimate goal is use of these
codes/data by the broader research community and by industry to dramatically accelerate the design of new functional
materials.

FY 2017 funding will continue support of the teams that received multi-year awards in FY 2015 and those awarded in

FY 2016 to perform the basic research and develop/deliver codes and associated experimental/computational data for the
design of functional materials. Computational materials science research activities are managed using the approaches
developed by BES for similar large team funded modalities. Management reviews by a peer review panel are held in the first
year of the award, followed by a mid-term peer review to assess scientific progress, with monthly teleconferences, quarterly
and annual progress reports, and active management by BES throughout the performance period.

2 U.S. DOE. Computational Materials Science and Chemistry for Innovation. U.S. Department of Energy Office of Science,
2010. National Research Council. Integrated Computational Materials Engineering: A Transformational Discipline for
Improved Competitiveness and National Security. Washington, DC: The National Academies Press, 2008.
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Activities and Explanation of Changes

Basic Energy Sciences
Materials Sciences and Engineering

FY 2016 Enacted

FY 2017 Request

Explanation of Changes
FY 2017 vs FY 2016

Materials Sciences and Engineering $369,790,000 $395,845,000 +$26,055,000
Scattering and Instrumentation Sciences Research
$62,260,000 $70,318,000 +$8,058,000

Research continues to emphasize use of advanced
characterization techniques to tackle forefront science
on energy-relevant materials science phenomena.
Ultrafast science continues to be a priority research
area. Investments will emphasize hypothesis-driven
research with existing ultrafast science capabilities,
including lab-based and x-ray free electron laser
sources, to establish a more complete understanding
of materials properties and behaviors. Neutron
scattering sciences stress innovative time-of-flight
scattering and imaging and their effective use in
transformational research. New advances in
spectroscopy, high-resolution analyses of energy-
relevant soft matter, and quantitative in situ analysis
capabilities under perturbing parameters such as
temperature, stress, chemical environment, and
magnetic and electric fields are pursued. Research that
uses traditional diffraction, imaging, and spectroscopy
techniques continues at a reduced level.

Research into ultrafast science, including development
of electron optics and sources, sample environments,
and enhanced detectors will continue to better
understand critical dynamic processes at sub-angstrom
spatial resolution and nanosecond temporal
resolution. The program will stress hypothesis -driven
research with existing ultrafast science capabilities.
Based on the important role that in operando
characterization can play in improving materials for
energy-related environments and the BES advisory
committee report on transformative challenges for
materials discovery, the program will emphasize
research that advances imaging with x-rays, neutrons,
and electrons to form spatially and temporally
resolved maps of dynamics that allow quantitative
predictions of time-dependent material properties and
chemical processes. New advances in spectroscopy,
high-resolution analyses of energy-relevant soft
matter, and quantitative in situ analysis capabilities
under perturbing parameters such as temperature,
stress, chemical environment, and magnetic and
electric fields will be pursued.

The FY 2017 program will enhance research
understanding of imaging with x-rays, neutrons, and
electrons to form spatially and temporally resolved
maps of dynamics regarding evolution of chemical
composition, crystal orientation, structural phases,
magnetic and electric domains, cracks, and defects in
materials, including evolution in the atomic structure
caused by exposure to heat, stress, chemicals, current
flow, and other environmental factors associated with
materials use, especially as these relate to improving
efficient use of energy. Support for materials
characterization research that does not elucidate
functionality or interrogate phenomena spanning
multiple length and time scales will be reduced.
Topical areas specifically targeted for reduction include
conventional superconductivity, organic photovoltaics,
confined nanofluids, and mature use of high pressure
scattering, spectroscopy, and imaging. Research
involving well-established neutron and x-ray scattering
and imaging techniques, and conventional microscopy
and scanning probe imaging for studies of materials
behavior will be deemphasized.

Condensed Matter and Materials Physics Research
$118,049,000

$133,800,000

+$15,751,000

The program continues to support fundamental
experimental and theoretical research on the
properties of materials. It focuses on structural,
optical, and electrical properties and control of
material functionality in response to external stimuli

The program will continue to support experimental
and theoretical research that advances our
fundamental understanding of known materials and
will lead to the discovery of new materials and new
phenomena. The program will initiate research

For structural materials, additional research will focus
on lightweight polymer composites, emphasizing
design of the matrix-reinforcement interfaces,
including new characterization tools and predictive
capabilities to design improved chemistries and
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FY 2016 Enacted

FY 2017 Request

Explanation of Changes
FY 2017 vs FY 2016

including temperature, pressure, magnetic and electric
fields, and radiation. Phenomena in materials are
investigated from atomistic through nanoscale to
mesoscale length scales. The research supported
continues to address defect structures in materials and
how these influence materials properties, especially in
energy relevant materials. There is an ongoing
emphasis on understanding the relationship between
electronic structure and properties in materials that
exhibit correlation effects. Research on spin physics,
focusing on coupling across heterogeneous boundaries
through spin orbit and exchange interactions and
studies involving novel magneto-dynamics, are
continued. Research involving theory and
computational data coupled to experimental
characterization of material properties continues to
grow. Research on superconducting vortex matter,
isolated nanoparticles, quantum Hall behavior, and low
dimensional phenomena in carbon nanotubes and
graphene continues at a reduced level.

activities related to more efficient and cleaner energy
as identified in the Quadrennial Energy and
Technology Reviews. Also, it will initiate research with
a focus on lightweight structural materials, corrosion,
and quantum materials—materials whose properties
result from strong and coherent interactions of the
constituent electrons with each other, the atomic
lattice, or light. Research on lightweight structural
materials and corrosion resistant materials, especially
those exposed to extreme stress, strain, temperature,
reactive chemicals and radiation flux, will focus on
development of understanding of interfacial
phenomena and on predictive design capabilities.
Research will expand on thermal transport in
materials, including caloric, high entropy, and high
temperature materials and non-dissipative transport in
novel topological materials.

structures. For materials in extreme environments,
additional research will emphasize the development of
a fundamental understanding of corrosion and
degradation processes including the role of interfaces,
linking nano/microscale and mesoscale phenomena,
and development of quantitative prediction
capabilities for materials performance in multiple
extreme conditions. In the area of quantum materials,
research will focus on predictive modeling, evaluation
of ultrafast regimes (non-equilibrium phenomena),
and controlled synthesis and design of materials to
enable high quality, tailored interfaces, controlled
heterogeneity, and coherent manipulation of charge,
spin and lattice dynamics. The program will continue
to deemphasize research on granular materials,
conventional superconductivity, high strain rate, high
dose radiation effects, and cold atom physics. It will
continue to reduce research on superconducting
vortex matter and heavy fermion phenomena; isolated
nanoparticles and quantum dots; quantum wells; and
quantum Hall behavior. Studies on low dimensional
phenomena in carbon nanotubes and single-layer
graphene will continue to be reduced in favor of
research that involves interactions of nano and low
dimensional systems that can potentially produce new
phenomena with properties related to advanced
energy technologies.

Materials Discovery, Design, and Synthesis Research
$70,010,000

$76,871,000

+$6,861,000

Research continues to focus on the predictive design
and synthesis of materials across multiple length scales
with a particular emphasis on the mesoscale, where
functionalities begin to emerge. Within this
framework, a fundamental understanding of assembly,
both self and directed, and interfacial phenomena,
ubiquitous in all materials, are developed. Additionally,

Research on “Synthesis Science”, i.e., predictive
materials design and synthesis, will expand to
accelerate the pace of discovery of new materials as
well as to provide a foundation for next generation
energy technologies. In addition, the program will
increase focus on fundamental materials synthesis and
materials chemistry related to improved energy

The increase will support research related to energy-
efficient use of heat, such as thermocaloric and
thermoelectric materials, improved polymer
chemistries to control interfaces related to light weight
polymer composites, and discovery of new classes of
porous materials and improved catalysts. Additional
research will exploit advances in characterization of
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FY 2016 Enacted

FY 2017 Request

Explanation of Changes
FY 2017 vs FY 2016

synthesis pathways are better understood by use of in
situ diagnostics and characterization so that they can
be controlled more precisely and dynamically. This
research helps realize the visionary goals of atom- and
energy-efficient syntheses of new forms of matter.
Research on recent energy materials on the scene,
such as perovskite photovoltaic materials and those
with 2D topologies, is strengthened to take advantage
of the opportunities to realize a more thorough
understanding of these materials and their potential
for bringing about transformational advances in
energy and information technologies. Research on
nanomaterials, traditional semiconductors, liquid
crystals, and thin film transistor synthesis continues at
a reduced level.

efficiency, including light weight polymers and
interfacial chemistry, discovery of new classes of
porous materials, and improved catalysts. Mastering
nature’s design rules such as hierarchical architecture
and beyond-equilibrium matter to enable entirely new
classes of functional materials will be a key challenge,
as identified in the BES Advisory Committee report on
transformative challenges for materials discovery.
Research will include predictive models, including the
incorporation of metastability, to guide the creation of
beyond-equilibrium matter; synthesis and assembly of
hierarchical structures for multi-dimensional hybrid
matter; and in situ characterization of spatial and
temporal evolution during synthesis and assembly.
This effort will include harnessing coherence in light
and matter, together with improving our
understanding of the critical roles played by
heterogeneity, interfaces and disorder.

materials during synthesis, in combination with
computation and theory, to develop new predictive
models of synthesis for targeted functionality that
incorporate metastability and focus on non-
equilibrium matter and assembly of hierarchical
inorganic-organic hybrid materials. Other cross-cutting
opportunities include exploring materials phenomena
that transcend the nano-micro-meso scales, and
underpin the processes at interfaces which are
ubiquitous in nearly all energy technologies. The
program will continue to deemphasize research on
developing synthesis methods for nanomaterials, e.g.,
nanoparticles, nanorods, as well as maturing areas
such as nanomaterial synthesis (not assembly),
traditional semiconductors for solid-state lighting, thin
film transistors, liquid crystals, and hydrogen storage
materials for automotive applications.

Experimental Program to Stimulate Competitive
Research (EPSCoR) $14,776,000

$8,520,000

-$6,256,000

Efforts continue to span science in support of the DOE
mission, with continued emphasis on science that
underpins DOE energy technology programs.
Implementation grants, state-laboratory partnerships,
and investment in early career research staff from
EPSCoR states are sustained. Single investigator
research that supports topics related to DOE mission
areas, especially through the state-laboratory
partnerships component of the program is
emphasized.

Efforts will continue to span science in support of the
DOE mission, with continued emphasis on science that
underpins DOE energy technology programs.
Implementation grants, state-laboratory partnerships,
and investment in early career research staff from
EPSCoR states will be sustained.

Research support is reduced compared to the FY 2016
Enacted level, returning the program to the requested
funding levels. The FY 2017 program will focus on
research topics identified by the Quadrennial
Technology Review, the Department crosscuts, and
the BES advisory committee report on transformative
challenges for materials discovery.
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FY 2016 Enacted

Explanation of Changes

FY 2017 Request FY 2017 vs FY 2016

Energy Frontier Research Centers (EFRCs) $55,800,000 $55,800,000 SO

The EFRCs continue to perform fundamental multi- FY 2017 funds will provide the fourth year of funding Research support is flat with the FY 2016 Enacted
disciplinary research aimed at accelerating scientific for awards made in FY 2014, as well as the second year level.

innovation. All EFRCs undergo a mid-term review in of funding for new awards made in FY 2016.

FY 2016 to assess progress toward meeting scientific

research goals. DOE issues a Funding Opportunity

Announcement for up to five new EFRC awards in

FY 2016.

Energy Innovation Hubs—Batteries and Energy

Storage $24,137,000 $24,088,000 -$49,000

The Hub, in its fourth year, continues to follow its
project plan with an increasing focus on developing
lab-scale prototypes to supplement the ongoing
fundamental research science underpinning batteries
for transportation and the grid, as well as cross-cutting
research on materials characterization, theory, and
modeling. JCESR completes self-consistent system
analyses using techno-economic modeling of three
electrochemical couples identified through materials
discovery, including output from the electrolyte
genome, that have the potential to meet technical
performance and cost criteria.

The funding is approximately flat with the FY 2016
Enacted level, following the planned funding profile.

In FY 2017, the last year of the first award period, the
Hub will focus on developing energy storage research
prototypes (components and cells) for transportation
and grid applications that are based on beyond lithium
ion concepts (e.g., multivalent ions, chemical
transformation, non-aqueous redox flow), identified
through JCESR research on materials discovery and
techno-economic modeling. These prototypes will
demonstrate the potential to scale-up to
manufacturing prototype batteries that will meet the
JCESR goal of delivering five times the energy density
of 2011 battery systems at one-fifth the cost.
Crosscutting fundamental research on materials
characterization, theory, and modeling will continue to
provide alternates for prototype development and to
support JCESR’s goals in creation of a library of
fundamental scientific knowledge of the phenomena
and materials of energy storage at the atomic and
molecular level and demonstration of a new paradigm
for battery R&D.

Computational Materials Sciences $12,000,000 $12,000,000 SO
Computational Materials Sciences advances U.S. Basic research will continue to support the The funding is flat compared to the FY 2016 Enacted
leadership in the development of computational codes development of computational codes and the level.

for materials sciences and engineering. The research

associated experimental and computational data to
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Explanation of Changes
FY 2016 Enacted FY 2017 Request EY 2017 vs EY 2016
activities involve teams of theorists, computational provide predictive capability for design of functional
experts, and experimentalists with expertise in materials. The research uses DOE user facilities to
synthesis, characterization, and processing/fabrication generate experimental data and synthesize materials
of materials. The computational materials sciences to validate the predictions and DOE’s leadership class

teams that started in FY 2015 perform the first year of computational capabilities in development of new
research as outlined in their proposals. This research software tools for materials discovery. In FY 2017, a

focuses on basic science necessary to develop mid-term peer review of the FY 2015 awards will
research-oriented, open-source, experimentally assess the scientific progress of the individual
validated software and the associated databases activities, including progress towards the goal of
required to predictively design materials with specific ~ providing open-source, community codes and publicly
functionality; the software will utilize current and accessible databases.

future leadership class computers. Funding supports
additional multi-year awards for research teams
focused on functional materials topics not supported
by the FY 2015 awards. Early in the award period, each
team is peer reviewed to assess management and
early research activities.
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Basic Energy Sciences
Chemical Sciences, Geosciences, and Biosciences

Description

The transformation of energy between types (optical, electrical, chemical, heat, etc.) and the rearrangement of matter at
the atomic, molecular, and nano-scales are critically important in every energy technology. The Chemical Sciences,
Geosciences, and Biosciences subprogram supports research that explores fundamental aspects of chemical reactivity and
energy transduction to develop a broad spectrum of new chemical processes, such as catalysis, that can contribute
significantly to the advancement of new or cleaner energy technologies. Research addresses the challenge of understanding
physical and chemical phenomena over a tremendous range of spatial and temporal scales, from molecular through
nanoscale and on to mesoscale, and at multiple levels of complexity, including the transition from quantum to classical
behavior.

At the heart of this research lies the quest to understand and control chemical processes and the transformation of energy
at the molecular scale in systems spanning simple atoms and molecules, active catalysts, and larger biochemical or
geochemical systems. At the most fundamental level, the understanding of the quantum mechanical behavior of electrons,
atoms, and molecules is rapidly evolving into the ability to control and direct such behavior to achieve desired results in
meso- and macro-scale energy conversion systems.

This subprogram seeks to extend this new era of control science to include the capability to tailor chemical transformations
